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1. Introduction

Let Ω ⊂ Rn+1 be an open connected domain

such that intΩc 6= ∅.

Dirichlet problem in Ω: given a bounded con-

tinuous function f on ∂Ω (f ∈ Cb(∂Ω)) does

there exist a solution uf ∈ Cb(Ω) ∩ C2(Ω) to

(1)

{

∆u = 0 in Ω
u = f on ∂Ω ?

Definition. Ω is regular if ∀ f ∈ Cb(∂Ω) there

exists uf ∈ Cb(Ω) ∩ C2(Ω) satisfying (1).
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Remark. If Ω is bounded and regular by the

maximum principle

(2) |uf(X)| ≤ max
∂Ω

(f) ∀X ∈ Ω.

Thus for X ∈ Ω the linear operator

LX : C(∂Ω) → R where LXf = uf(X)

is bounded.

By the Riesz Representation theorem for X ∈
Ω there exists a Radon measure ωX satisfying

(3) uf(X) =
∫

∂Ω
f(Q)dωX(Q)

∀ f ∈ Cb(∂Ω). Since u1(X) = 1, (2) implies

that ωX is a probability measure.

ωX is the harmonic measure of Ω with pole X
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Let

F (X) =







− 1
2π log |X| if n = 1

1
(n−1)σn|X|n−1 if n ≥ 2,

where σn = |Sn|. Then

u(X) =
∫

Rn+1
F (X − Y )ϕ(Y )d Y

satisfies

−∆u = ϕ in R
n+1,

i.e ∆F = −δX=0 where δ is the Dirac delta

function.

Green’s formula: let u, v ∈ C1(Ω) ∩ C2(Ω),

where Ω is a C1 domain then

(4)

∫

Ω
u∆v −

∫

Ω
v∆u =

∫

∂Ω

(

u
∂v

∂ν
−−v

∂u

∂ν

)

d σ.

Here σ denotes the surface measure to ∂Ω, and

ν the outward pointing unit normal to ∂Ω.
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If Ω is regular then for X ∈ Ω solve







∆uX = 0 in Ω

uX(Q) = F (Q − X) for Q ∈ ∂Ω

Then G(X, Y ) = F (Y − X) − uX(Y ) satisfies







∆G(X, ·) = −δX in Ω

G(X, Q) = 0 for Q ∈ ∂Ω

G(X, ·) is the Green function of Ω with pole X
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Applying (4) in Ω\B(X, ε) to u ∈ C1(Ω)∩C2(Ω)

and v(Y ) = G(X, Y ), and letting ε → 0 we have

(5) u(X) = −
∫

∂Ω
u(Q)

∂G(X, Q)

∂ν
d σ(Q)

−
∫

Ω
G(X, Y )∆u(Y )d Y.

If u satisfies (1) then (5) becomes

(6) u(X) = −
∫

∂Ω
f(Q)

∂G(X, Q)

∂ν
d σ(Q).

The maximum principle, (3) and (6) ensure

that

(7) kX(Q) = dωX(Q) = −∂G(X, Q)

∂ν
d σ(Q).

kX is the Poisson kernel of Ω with pole X.
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Using (7) and applying (4) in Ω∩B(Q, R) where

Q ∈ ∂Ω and 2R < |X − Q| to G(X, ·) and ϕ ∈
C∞

c (B(Q, R)) we have

(8)
∫

Ω
G(X, Y )∆ϕ(Y ) dY =

∫

∂Ω
ϕ(Q)d ωX(Q).

Example: Let Ω = B(0, r) for X ∈ B(0, r) and

Q ∈ ∂B(0, r),

kX(Q) =
r2 − |X|2

σnr|X − Q|n+1
.

In particular k0(Q) = 1
σnrn.
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Classical boundary regularity results

If Ω is C∞,
→
n∈ C∞

=⇒ log kX ∈ C∞

If Ω is Ck+1,α,
→
n∈ Ck,α

=⇒ log kX ∈ Ck,α

If Ω is C1,α,
→
n∈ C0,α

=⇒ log kX ∈ C0,α

Kellogg

Question: What happens as α → 0?

If Ω is C1,
→
n∈ C0

=⇒ log kX ∈ V MO(∂Ω)

Jerison-Kenig
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The free boundary regularity problem for the

Poisson kernel addresses the question of whether,

under the appropriate hypothesis the previous

implications are equivalences
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Theorem [AC]. Assume that:

1. “Ω satisfies the divergence theorem, and

that the surface measure of ∂Ω has Euclidean

growth,”

2. “∂Ω is flat enough,”

3. ‘log kX ∈ C0,β for some β ∈ (0,1),’

then Ω is a C1,α domain for some α ∈ (0,1)

which depends on β.
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2. Harmonic and subharmonic functions

Definition. Let Q0 ∈ ∂Ω, we say that Ω satis-

fies the interior sphere condition at Q0 if there

is an open ball B ⊂ Ω so that ∂Ω∩B = {Q0}.

Examples.

PSfrag replacements

1 2

Q0

ν

B

Ω

B

B
Q0Q0

Ω

Ω
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Theorem. (Hopf boundary point lemma)

Assume that u is harmonic in Ω, Q0 ∈ ∂Ω and

• u is continuous at Q0.

• u(Q0) < u(X) for all x ∈ Ω.

• Ω satisfies the interior sphere condition at

Q0.

If the outward unit normal to ∂Ω at Q0 exists,

−∂u

∂ν
(Q0) = −∇u · ν(Q0) > 0.

Otherwise, if the outward unit normal does not

exist then

lim inf
X→Q0

(non−tangentially)

u(X) − u(Q0)

|X − Q0|
> 0.
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Let D ⊂ Rn be an open connected domain.

Definition. A function f ∈ C(D) is said to be

subharmonic if ∀φ ∈ C∞
c (D), with φ ≥ 0

∫

D
f∆φ ≥ 0.

If f ∈ C2(D), f is subharmonic if and only if

∆f ≥ 0.
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Remark. If f is subharmonic the operator L :

C∞
c (D) → R defined by

L(φ) =

∫

D
∆φf

is a non-negative bounded linear operator. By

the Riesz Representation Theorem there exists

a non-negative Radon measure λ such that

L(φ) =

∫

D
φdλ ∀φ ∈ C∞

c (D).

For f is subharmonic and φ ∈ C∞
c (D) we have

∫

φ∆f =

∫

D
f∆φ

where

dλ = ∆f ≥ 0 as a Radon measure.
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Representation formula for subharmonic

functions

Let f ∈ C(D) ∩ W
1,2
loc (D) be subharmonic in

D. Let B(y, r) ⊂ D and let Gr(x,−) denote

the Green’s function of B(y, r) with pole at

x ∈ B(y, r) then

f(x) = −
∫

∂B(y,r)
f(q)

∂Gr(x, q)

∂ν
dσ(q)

−
∫

B(y,r)
Gr(x, z)∆f(z).

In particular

f(y) =

∫

−
∂B(y,r)

f(q)dσ(q)−
∫

B(y,r)
Gr(y, z)∆f(z)
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Mean value inequality for subharmonic

functions

Let f ∈ C(D) ∩ W
1,2
loc (D) be subharmonic in D.

If B(y, r) ⊂ D then

f(y) ≤
∫

−
∂B(y,r)

f(q)dσ(q),

and for x ∈ B(y, r)

f(x) ≤ −
∫

∂B(y,r)
f(q)

∂Gr(x, Q)

∂ν
dσ(q)

≤ r2 − |x − y|2
σn−1r

∫

∂B(y,r)

f(z)

|z − x|ndσ(z).
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Recall the following equivalent definition of

subharmonicity.

Theorem. Let f ∈ C(D), f is subharmonic

in D if and only if for every ball B such that

B ⊂ D, and every harmonic function h ∈ C(B)

satisfying f ≤ h on ∂B then f ≤ h in B.
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3. Non-tangentially accessible domains -

NTA

Definition. A domain Ω is non-tangentially

accessible (NTA) if there exists constants M >

2 and R > 0 (R = ∞ if Ω is unbounded) such

that ∀ Q ∈ ∂Ω, ∀ r ∈ (0, R)

1. Ω satisfies the corkscrew condition:

there exists A = A(Q, r) ∈ Ω such that

r

M
≤ |A − Q| ≤ r and d(A, ∂Ω) ≥ r

M

2. ΩC satisfies the corkscrew condition.

3. Ω satisfies the Harnack Chain Condition;

if ε > 0, and X1, X2 ∈ B(Q, r
4
)∩Ω with |X1−X2| ≤ 2kε

and d(Xi, ∂Ω) ≥ ε for i = 1,2, there exists a chain
of Mk balls B1, . . . , BMk in Ω connecting X1 ∈ B1 to
X2 ∈ BMk so that diamBj ∼ d(Bj, ∂Ω) and

diamBj ≥ C−1 min{d(X1, Bj), d(X2, Bj)} for C > 1.
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Corkscrew condition:

PSfrag replacements

A

Ω

Q

r
2M

∂Ω

ΩC

r

Harnack Chain ConditionPSfrag replacements

X1

Ω ∂Ω

Q

X2
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Condition 3 guarantees that the Harnack prin-

ciple for non-negative harmonic functions holds

in Ω. If

∆u = 0 in Ω, and u ≥ 0

then for X1, X2 ∈ B(Q, r
4) ∩ Ω,

M−ku(X1) ≤ u(X2) ≤ Mku(X1) for .

Theorem.[JK] NTA domains are regular.

Examples.

1. A domain with a cusp is not an NTA do-

main, it does not satisfy the corkscrew condi-

tion at the cusp point.

PSfrag replacements

Ω

Q
r
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2.

PSfrag replacements X2

Ω
X1

Ω is not an NTA do-

main because X1 and

X2 cannot be joined

by a Harnack Chain.

3. Ω = R
n+1
+ = {(x, xn+1) : x ∈ Rn, xn+1 > 0}

is an NTA domain.

4. Ω = {(x, t) ∈ Rn+1 : x ∈ Rn, t > ϕ(x)}
with ϕ Lipschitz (i.e. ‖∇ϕ‖∞ < ∞), is an NTA

domain.
PSfrag replacements

R

graph ϕ

Ω

Rn
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Recall that for A, B ⊂ Rn+1,

D[A, B] = sup{d(a, B) : a ∈ A}

+sup{d(b, A) : b ∈ B}.
denotes the Hausdorff distance between A and

B.

For Q ∈ ∂Ω we denote by

θ(Q, r) = inf
L

{
1

r
D[∂Ω ∩ B(Q, r), L ∩ B(Q, r)]

}

,

where the infimum is taken over all n-planes

containing Q.
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If θ(Q, r) ≤ δ there exists an n-plane L(Q, r)

containing Q ∈ ∂Ω and such that

1. ∂Ω∩B(Q, r) ⊂ (L(Q, r) ∩ B(Q, r), δr)
︸ ︷︷ ︸

δr neighborhood of L(Q,r)∩B(Q,r)

PSfrag replacements

L(r, Q)
δr

∂Ω

r
Q

and

2. L(Q, r) ∩ B(Q, r) ⊂ (∂Ω ∩ B(Q, r); δr)

PSfrag replacements δr
∂Ω

L(r, Q)
Q
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Definition. Let δ ∈ (0,1/8). Ω ⊂ Rn+1 is a

δ-Reifenberg flat domain if for each compact

set K ⊂ Rn+1, there exists RK > 0 such that

1. sup
0<r<RK

sup
Q∈K∩∂Ω

θ(Q, r) ≤ δ

2. sup
r>0

sup
Q∈∂Ω

θ(Q, r) ≤ 1/8 (if Ω is unbounded)

Examples.

1. C1 domains

2. Ω = {(x, t) ∈ R2 : x ∈ Rn, t > ϕ(x)} with

ϕ(x) =
∑

k≥1

cos(2kx)

2k
√

k
.

In both cases lim
r→0

θ(Q, r) = 0.
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Remark. If for each compact set K ⊂ Rn+1

there is RK > 0 such that for r ∈ (0, RK)

sup
Q∈K∩∂Ω

θ(Q, r) ≤ CK

(

r

RK

)β

,

then Ω is a C1,β domain.

Theorem.[R] δ-Reifenberg flat domains are

have Hölder continuous boundaries, provided

δ is small enough.

Theorem.[KT] δ-Reifenberg flat domains are

NTA, provided δ is small enough.
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Boundary behavior of harmonic functions

on NTA domains.

Let Ω be an NTA domain with constants M >

2 and R > 0, and let K be a compact set. The

constant C below only depends on the NTA

constant and on K.

Lemma.[JK] For Q ∈ ∂Ω∩K, 0 < 2r < R, and

X ∈ Ω\B(Q,2Mr). Then for s ∈ [0, r]

(9) ωX(B(Q,2s)) ≤ CωX(B(Q, s))

i.e. ωX is a doubling measure.

Lemma.[JK] There exists β > 0 such that

for all Q ∈ ∂Ω ∩ K, 0 < 4r < R, and every

harmonic function u in Ω ∩ B(Q,4r), if u van-

ishes continuously on B(Q,4r) ∩ ∂Ω, then for

X ∈ Ω ∩ B(r, Q),

|u(X)| ≤ C

(

|X − Q|
r

)β

sup
Y ∈B(Q,2r)∩Ω

|u(Y )|.
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Corollary. Let Q ∈ ∂Ω ∩ K, 0 < 2r < R then

ωA(Q,r)(B(Q, r)) ≥ C.

Lemma.[JK] Let Q ∈ ∂Ω ∩ K, and 0 < 4r <

R. If u ≥ 0, ∆u = 0 in Ω, and u = 0 in on

B(Q,2r) ∩ ∂Ω, then

(10) sup
Y ∈B(Q,r)∩Ω

u(Y ) ≤ Cu(A(Q, r)).

Lemma.[JK] Let Q ∈ ∂Ω∩K, 0 < 2r < R, and

X ∈ Ω\B(Q, Mr). Then

(11) C−1 <
ωX(B(Q, r))

rn−1G(A(Q, r), X)
< C,

where G(A(Q, r),−) is the Green’s function of

Ω with pole A(Q, r).
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Lemma.[JK] (Comparison Principle)

Let r < R/M . Let u, v ≥ 0, ∆u = ∆v = 0 in Ω

u = v = 0 on B(Q, Mr)∩∂Ω for Q ∈ ∂Ω. Then

for all X ∈ B(Q, r) ∩ Ω,

C−1u(A(Q, r))

v(A(Q, r))
≤ u(X)

v(X)
≤ C

u(A(Q, r))

v(A(Q, r))
.

Theorem.[JK] There exists α > 0, such that

for r < R/M , if u, v ≥ 0, ∆u = ∆v = 0 in Ω

u = v = 0 on B(Q, Mr) ∩ ∂Ω for Q ∈ ∂Ω then

for X, Y ∈ Ω ∩ B(Q, r),

(12)
∣
∣
∣
∣
∣

u(X)

v(X)
− u(Y )

v(Y )

∣
∣
∣
∣
∣
≤ C

u(A(Q, r))

v(A(Q, r))

(

|X − Y |
r

)α

In particular, lim
X→Q

u(X)

v(X)
exists.
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Lemma. Let Ω be an unbounded NTA domain

and Q0 ∈ ∂Ω. There exists a unique function

u such that

(13)







∆u = 0 in Ω
u > 0 in Ω
u = 0 on ∂Ω,

and

u(A(Q0,1)) = 1.

u is the Green function with pole ∞

Proof. Assume that Q0 = 0. Let A(0,1) = A.

Uniqueness: Let u, v be as above. By the comparison
principle for ρ > 1 and X ∈ B(0, ρ) ∩ Ω

C−1u(A(0, ρ))

v(A(0, ρ))
≤ u(X)

v(X)
≤ C

u(A(0, ρ))

v(A(0, ρ))
.

Since A ∈ B(0, ρ), and u(A) = v(A) then for X ∈
B(0, ρ) ∩ Ω

(14) C−1 ≤ u(X)

v(X)
≤ C.

By (12) and (14) for X ∈ B(0, ρ) ∩ Ω

∣
∣
u(X)

v(X)
− 1

∣
∣ ≤ C

u(A(0, ρ))

v(A(0, ρ))

(|X − A|
ρ

)α

≤ C

(|X − A|
ρ

)α

.

Letting ρ → ∞ we conclude that u = v in Ω.
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Existence: For Y ∈ Ω let

uY (X) =
G(Y, X)

G(Y, A)
,

uY is a nonnegative harmonic function on B(0, |Y |)∩Ω.
Let K ⊂ Rn+1 be a fixed compact set. Fix ρ > 0 such
that K∩Ω ⊂ B(0, ρ)∩Ω, and let |Y | ≥ 2ρ. Let X ∈ K∩Ω.
(10) and the Harnack Principle yield

G(Y, X) ≤ CG(Y, A(0, ρ)) ≤ CK,nG(Y, A).

Thus for |Y | ≥ 2ρ

sup
X∈K∩Ω

uY (X) ≤ CK,n.

Moreover by (9) and (11) the Radon measures ωY

G(Y,A)
are

uniformly bounded on B(0, ρ). Let {Yj}j ⊂ Ω be such
that |Yj| → ∞ as j → ∞. There exists a subsequence
{Yj ′} such that uj ′ converges uniformly to a nonnegative
harmonic function u in B(0, ρ) ∩ Ω (Arzela-Ascoli) and

∫

φ
dωYj′

G(Yj ′, A)
→
∫

φdµ,

where µ is a Radon measure and φ ∈ C∞
c (B(0, ρ)).
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Letting ρ → ∞ and taking a diagonal subsequence we
conclude that there is a subsequence ujk

which converges
to the nonnegative harmonic function u, uniformly on
compact sets of Ω. Moreover

ωYjk

G(Yjk
, A)

⇀ µ.

Since u(A) = 1 and u = 0 on ∂Ω, u > 0 in Ω, u satisfies
(13). By the uniqueness proved above we conclude that
u|Y | → u as |Y | → ∞.

By (8)
∫

Ω

G(Yjk
, X)

G(Yjk
, A)

∆ϕ(X) dX =

∫

∂Ω

ϕ(Q)
d ωYjk(Q)

G(Yjk
, A)

.

Hence
∫

∂Ω

ϕ dµ =

∫

Ω

u∆ϕ dX ∀ϕ ∈ C∞
c (Rn+1).

ω∞ = µ
µ(B(0,1))

and v = u
µ(B(0,1))

satisfy ω∞(B(0,1)) = 1,

and
∫

∂Ω

ϕd ω∞ =

∫

Ω

v∆ϕ ∀ϕ ∈ C∞
c (Rn+1).
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Properties:

• If u = 0 and v = 0 in Ωc, u adn v are the

subharmonic on Rn+1.

• For Q ∈ ∂Ω by (11)

C−1 <
ω∞(B(Q, r))

rn−1v(A(Q, r))
< C,
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Corollary. Let Ω be an unbounded NTA do-

main, and Q0 ∈ ∂Ω. There exists a unique

doubling Radon measure ω∞, supported on ∂Ω

satisfying:
∫

∂Ω
ϕd ω∞ =

∫

Ω
v∆ϕ ∀ϕ ∈ C∞

c (Rn+1)

where






∆v = 0 in Ω
v > 0 in Ω
v = 0 on ∂Ω,

and

ω∞(B(Q0,1)) = 1.

ω∞ is the harmonic measure of Ω with pole ∞
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Proof. ω∞ is doubling. Let K ⊂ Rn+1 be compact,
Q ∈ K∩∂Ω. Given r > 0, for jk large, Yjk

∈ Ω\B(2Mr, Q).
Then for s ∈ [0, r] by (9)

ωYjk(B(Q,2s)) ≤ CωYjk(B(Q, s)).

Hence

ω∞(B(Q,2s)) ≤ lim inf
jk→∞

ωYjk(B(Q,2s))

µ(B(0,1))G(Yjk
, A)

≤ C lim inf
jk→∞

ωYjk(B(Q, s
2
))

µ(B(0,1))G(Yjk
, A)

≤ Cω∞(B(Q,
s

2
))

≤ Cω∞(B(Q, s)).
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Theorem [AC]. Assume that:

1. “Ω satisfies the divergence theorem, and

that the surface measure of its boundary has

Euclidean growth,”

2. Ω is a unbounded δ-Reifenberg flat domain

for some δ > 0 small enough,

3. ’logh ∈ C0,β for some β ∈ (0,1)’,

then Ω is a C1,α domain for some α ∈ (0,1)

which depends on β.

Here h denotes the Poisson kernel with pole at

infinity (i.e. the Radon Nikodym derivative of

the harmonic measure with pole at ∞ w.r.t. to

the surface measure of ∂Ω).
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4. Sets of locally finite perimeter

Definition. A measurable set Ω ⊂ Rn+1 has

locally finite perimeter if XΩ ∈ BVloc(R
n+1),

i.e.

sup

{∫

Ω
div ϕ dx

∣
∣
∣
∣ϕ ∈ C1

c (Rn+1, Rn+1)

}

< ∞

Theorem. Let Ω be a set of locally finite

perimeter. There exist a Radon measure ‖∂Ω‖
on Rn+1 and a ‖∂Ω‖ measurable function νΩ :

Rn+1 → Rn+1 s.t.

1. |νΩ| = 1 ‖∂Ω‖ a.e.

2.
∫

Ω
div ϕ =

∫

Rn+1
ϕ · νΩ d‖∂Ω‖

∀ϕ ∈ C1
c (Rn+1, Rn+1).
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Example. Let Ω ⊂ Rn+1 be a smooth do-

main such that for each compact set K ⊂ Rn+1

Hn(∂Ω ∩ K) < ∞. By divergence theorem if

ϕ ∈ C1
c (Rn+1, Rn+1) then

∫

Ω
div ϕdx =

∫

∂Ω
ϕ · ν dHn,

where ν is the outward unit normal to ∂Ω.

If |ϕ| ≤ 1 and supportϕ = K

|
∫

Ω
div ϕ dx| ≤

∫

∂Ω
|ϕ · ν| dHn

≤ Hn(∂Ω ∩ K) < ∞.

Thus Ω has locally finite perimeter and

‖∂Ω‖ = Hn ∂Ω and νΩ = ν Hn a.e.∂Ω

i.e. E Borel

‖∂Ω‖(E) = Hn(E ∩ ∂Ω).
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Let Ω be set of locally finite perimeter.

Definition. X ∈ ∂∗Ω, the reduced boundary

of Ω if

i) ‖∂Ω‖(B(X, r)) > 0 ∀ r > 0.

ii) lim
r→0

∫

−
B(X,r)

νΩd‖∂Ω‖ = νΩ(X) and

iii) |νΩ(X)| = 1

In particular

‖∂Ω‖(Rn+1 \ ∂∗Ω) = 0.
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Lemma. Let ϕ ∈ C1
c (Rn+1, Rn+1) then

∫

Ω∩B(X,r)
div ϕ dY =

∫

B(X,r)
ϕ · νΩ d‖∂Ω‖

+

∫

Ω∩∂B(X,r)
ϕ · ν dHn

for a.e. r > 0, ν is the outward unit normal to

B(X, r).

Lemma. There exist A1, A2 > 0 such that for

X ∈ ∂∗Ω

i) lim inf
r→0

Hn+1(B(X, r) ∩ Ω)

rn+1
≥ A1

ii) lim inf
r→0

Hn+1(B(X, r)\Ω)

rn+1
≥ A2
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Definition. X ∈ ∂∗Ω the measure theoretic

boundary of Ω if

lim sup
r→0

Hn+1(B(X, r) ∩ Ω)

rn+1
> 0

lim sup
r→0

Hn+1(B(X, r)\Ω)

rn+1
> 0

Lemma. 1) ∂∗Ω ⊂ ∂∗Ω

2) Hn(∂∗Ω \ ∂∗Ω) = 0

Remark. Let Ω be set of locally finite perime-

ter and NTA domain: Ω and Ωc satisfy the

corkscrew condition. Thus for r > 0 Q ∈ ∂Ω

Hn+1(Ω ∩ B(Q, r)) ≥ cnrn+1

and

Hn+1(B(r, Q) \ Ω) ≥ cnrn+1.

Thus Q ∈ ∂∗Ω, and ∂∗Ω = ∂Ω,

Hn(∂Ω \ ∂∗Ω) = 0.
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Theorem. [Isoperimetric inequality]

min
{

Hn+1(B(X, r) ∩ Ω),Hn+1(B(X, r) \ Ω)
} n

n+1

≤ C‖∂Ω‖(B(X, r))

For Q ∈ ∂∗Ω let

H(Q) = {Y ∈ R
n+1 : νΩ(Q) · (Y − Q) = 0}

H+(Q) = {Y ∈ R
n+1 : νΩ(Q) · (Y − Q) ≥ 0}

H−(Q) = {Y ∈ R
n+1 : νΩ(Q) · (Y − Q) ≤ 0}

Picture
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Theorem. [Blow up of the reduced boundary]

If Q ∈ ∂∗Ω then

χηQ,r(Ω) −→
r→0

χH−(Q) in L1
loc(R

n+1),

where ηQ,r(Ω) = 1
r(Ω − Q)

Corollary. If Q ∈ ∂∗Ω then

1. lim
r→0

Hn+1(B(Q, r) ∩ Ω ∩ H+(Q))

rn+1
= 0

2. lim
r→0

Hn+1(B(Q, r) \ Ω) ∩ H−(Q))

rn+1
= 0

3. lim
r→0

‖∂Ω‖(B(Q, r))

ωnrn
= 1
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Theorem. [Structure theorem for sets of

locally finite perimeter] Let Ω be set of lo-

cally finite perimeter then

1. ∂∗Ω ∈
∞⋃

k=1
Σk ∪ Σ0 where

‖∂Ω‖(Σ0) = 0

Σk is a C1 hypersurface

2. ν

∣
∣
∣
∣
∂∗Ω∩Σk

is the outer unit normal to Σk.

iii) ‖∂Ω‖ = Hn ∂∗Ω

Corollary. If Ω is NTA and a set of locally

finite perimeter

‖∂Ω‖ = Hn ∂Ω
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Theorem.[Generalized Gauss-Green theo-

rem] Let Ω be an NTA domain and a set of

locally finite perimeter then
∫

Ω
div ϕ dx =

∫

∂Ω
ϕ · νΩ dHn

∀ϕ ∈ C1
c (Rn+1, Rn+1),

νΩ is the unique measure theoretic outer unit

normal.

Proof.
∫

Ω

div ϕ dx =

∫

ϕ · νΩ d‖∂Ω‖

=

∫

ϕ · νΩ dHn ∂Ω

=

∫

∂Ω

ϕ · νΩ dHn
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5. Free boundary regularity problem for

the Poisson kernel

Definition. An domain Ω is a chord arc do-

main if:

• Ω is NTA

• Ω is a set of locally finite perimeter

• the surface measure of ∂Ω σ = Hn ∂Ω is

Ahlfors regular, i.e.

∃C > 1 C−1 ≤ σ(B(r, Q))

rn
≤ C,

for r < diamΩ.
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Theorem [AC]. Assume that:

1. Ω is an unbounded chord arc domain

2. Ω is a δ-Reifenberg flat domain for some

δ > 0 small enough,

3. logh ∈ C0,β for some β ∈ (0,1),

then Ω is a C1,α domain for some α ∈ (0,1)

which depends on β. Moreover if h is identically

equal to 1 then Ω is a half-space.

Here
∫

Ω
u∆ϕ dx =

∫

∂Ω
ϕh dHn, for ϕ ∈ C∞

c (Rn+1)

and






∆u = 0 in Ω
u > 0 in Ω
u = 0 on ∂Ω,

h is the Poisson kernel with pole at ∞
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Let Qj ∈ ∂Ω, and rj > 0, consider

Ωj =
1

rj
(Ω − Qj)

∂Ωj =
1

rj
(∂Ω − Qj)

uj(X) =
u(rjX + Qj)

rj
∫−B(Qj,rj)

h dσj

ωj(E) =
ω(rjE + Qj)

rn
j

∫−B(Qj,rj)
h dσj

dωj = hj dσj Hn − a.e. in ∂Ωj

hj(Q) =
h(rjQ + Qj)
∫−B(Qj,rj)

h dσj
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Theorem. Let Ω be a chord arc domain as

above. Then

Ωj → Ω∞
∂Ωj → ∂Ω∞

where Ω∞ is an unbounded chord arc domain.

Moreover there exists u∞ such that

uj → u∞ uniformly on compact sets







∆u∞ = 0 in Ω∞
u∞ = 0 on ∂Ω∞
u∞ > 0 in Ω∞.

Furthermore

ωj ⇀ ω∞ and σj ⇀ σ∞

weakly on Radon measures. ω∞ is the har-

monic measure of Ω∞ with pole at infinity,

and σ∞ is the surface measure of ∂Ω∞. The

Poisson kernel of Ω∞ with pole at infinity h∞
satisfies

h∞ =
dω∞
dσ∞

= 1 Hn − a.e in ∂Ω∞.
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Theorem [AC], [KT]. Assume that:

1. Ω is an unbounded chord arc domain

2. Ω is a δ-Reifenberg flat domain for some

δ > 0 small enough,

3. h = 1, Hn-a.e. in ∂Ω

Then Ω is a half-space.

Theorem [LV] Assume that:

1. Ω be a bounded chord arc domain

2. 0 ∈ Ω, and k0 = 1, Hn-a.e. in ∂Ω.

Then Ω = B(0, R) with σnRn = 1.

Question: Is the flatness assumption

necessary in the unbounded case?
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Examples.

• Ω = R
n+1
+ , u(x, xn+1) = xn+1 and h = 1.

• Keldysh-Lavrentiev constructed a set of lo-

cally finite perimeter Ω ⊂ R2 whose bound-

ary is not Ahlfors regular, whose Poisson

kernel is identically equal to 1 and Ω is not

C1.

• Kowalski-Preiss cone:

Ω =

{

(x1, ..., x4) ∈ R
4 : |x4| <

√

x2
1 + x2

2 + x2
3

}

.

Let r2 = x2
1 + x2

2 + x2
3 + x2

4, θ ∈ [π4, 3π
4 ], and

x4 = rcosθ, then X = (x1, x2, x3, x4) ∈ Ω.

u(X) = − r

2
√

2

cos2θ

sinθ
.

satisfies ∆u = 0 in Ω, u > 0 in Ω and u = 0

on ∂Ω. ω∞ = Hn ∂Ω, i.e h = 1, Hn-a.e

in ∂Ω.
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Main Theorem [KT]. Assume that:

1. Ω is an unbounded chord arc domain

2. Ω is a δ-Reifenberg flat domain for some

δ > 0 small enough,

3. sup
Ω

|∇u| ≤ 1 and h ≥ 1, Hn-a.e. in ∂Ω

Then modulo translation and rotation Ω =

R
n+1
+ and u(x, xn+1) = xn+1.

Here
∫

Ω
u∆ϕ dx =

∫

∂Ω
ϕh dHn, for ϕ ∈ C∞

c (Rn+1),

and






∆u = 0 in Ω
u > 0 in Ω
u = 0 on ∂Ω,
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Definition. For 0 < σ+, σ<1, Q0 ∈ ∂Ω, ρ > 0.

u ∈ F (σ+;σ−) in B(Q0, ρ) in the direction ν if

u(X) = 0 for 〈X − Q0, ν〉 ≥ σ+ρ

and

u(X) ≥ −[〈X − Q0, ν〉 + σ−ρ]

for 〈X − Q0, ν〉 ≤ −σ−ρ.
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Lemma A. If u ∈ F (σ; 1) in B(Q0, ρ) in the

direction ν then u ∈ F (2σ; Cσ) in B(Q0, ρ
2) in

the direction ν.

u ∈ F (σ; 1) in B(Q0, ρ) then

u ∈ F (2σ; Cσ) in B(Q0, ρ
2)

Lemma B. Given θ ∈ (0,1) there exist σn,θ > 0

and ηθ = η ∈ (0,1) so that if σ ≤ σn,θ and

u ∈ F (σ; σ) in B(Q0, ρ) in the direction νQ0,ρ

for Q0 ∈ ∂Ω, then u ∈ F (θσ; 1) in B(Q0; ηρ) in

the direction νQ0,ηρ and

|νQ0,ρ − νQ0,ηρ| ≤ Cσ.

u ∈ F (σ; σ) in B(Q0, ρ) then

u ∈ F (θσ; 1) in B(Q0, ηρ)
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Proof of the Main Theorem. Since Ω is a δ-Reifenberg
flat chord arc domain, u ∈ F(δ; 1) in B(Q,2r) for r > 0
and Q ∈ ∂Ω. If Q = 0, B(0, r) = B(r)

(A) u ∈ F(δ; 1) in B(2r) then u ∈ F(2δ, Cδ) in B(r)

Choosing δ so that max{2δ, Cδ} ≤ σ we have

(B) u ∈ F(σ;σ) in B(r) then u ∈ F(θ′σ,1) in B(2ηr)

(A) u ∈ F(θ′σ; 1) in B(2ηr) then u ∈ F(2θ′σ, Cθ′σ) in B(ηr)

Choosing θ′ so that max{2θ′, Cθ′} ≤ θ we have

(B + A) u ∈ F(σ;σ) in B(r) then u ∈ F(θσ, θσ) in B(ηr)

By iteration

u ∈ F(θmσ; θmσ) in B(ηmr) for r > 0.

Moreover if νm = ν0,ηmr then

|νm − νm+1| ≤ Cθmσ.
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Let νr = lim
m→∞

νm, and Λ(r) is the n-plane orthogonal to

νr then for s ∈ (0, r) we have

1

s
D[B(s) ∩ ∂Ω;Λ(r) ∩ B(s)] ≤ C

(s

r

)β
,

for some β > 0. Since Sn is compact there exists an
increasing sequence ri → ∞ and an n-plane Λ∞ such
that for s > 0

D[B(s) ∩ ∂Ω;Λ∞ ∩ B(s)] = 0.

Thus ∂Ω = Λ∞ w.l.o.g Ω = R
n+1
+ , 0 ≤ u ≤ xn+1 and

∂u

∂xn+1

= 1 on Λ∞. Moreover by (12)

∣
∣
∣
∣

u(X)

xn+1

− 1

∣
∣
∣
∣
≤ C

u(A(0, r))

r

(|X|
r

)α

≤ C

(|X|
r

)α

,

letting r → ∞ we conclude that u(x, xn+1) = xn+1.
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Non-homogeneous blow-up

Lemma B is proved by contradiction. Assume

that there exist θ ∈ (0,1) such that for every

η > 0 and every non-negative decreasing se-

quence {σj},

u ∈ F (σj;σj) in B(Qj, ρj) in the direction νj

but

u 6∈ F (θσj; 1) in B(Qj, ηρj).

Assume that h(Qj) ≥ 1, and νj = en+1. For

X ∈ B(0,1) let

uj(X) =
1

ρj
u(ρjX + Qj).

Note that ∆uj = 0 in Ωj = 1
ρj

(Ω − Qj), uj > 0

in Ωj, uj = 0 on ∂Ωj = 1
ρj

(∂Ω − Qj), and

∫

Ωj

uj∆ϕdX =

∫

∂Ωj

ϕhj dHn for all ϕ ∈ C∞
c (Rn+1)

where

hj(Q) = h(ρjQ + Qj).
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Moreover

(15)

sup
Ωj

|∇uj| ≤ 1 and hj ≥ 1 Hn a.e. in ∂Ωj.

The hypothesis yields

uj ∈ F (σj, σj) in B(0,1)

in the direction en+1

uj 6∈ F (θσj; 1) in B(0, η),(16)

with σj → 0 as j → ∞.
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Idea [AC]:

• Define sequences of scaled height functions

corresponding to ∂Ωj.

• Prove that these sequences converge to a

subharmonic Lipschitz function.

• Use this information to contradict the fact

that uj 6∈ F (θσj; 1) in B(η,0) for j large

enough.

For y ∈ B(0,1) ∩ Rn × {0} = B′ define

f+
j (y) = sup{h : (y, σjh) ∈ ∂{uj > 0}} ≤ 1

and

f−
j (y) = inf{h; (y, σjh) ∈ ∂{uj > 0}} ≥ −1
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Lemma. There exists a subsequence kj such

that for y ∈ B′

f(y) = lim sup
kj→∞
z→y

f+
kj

(z) = lim inf
kj→∞
z→y

f−
kj

(z).

Corollary. f is a continuous function in B′,
f(0) = 0; and f+

kj
and f−

kj
converge uniformly

to f on compact sets of B′.

Lemma.∗ f is subharmonic in B′.

Lemma. There is a constant C > 0 such that

for y ∈ B′
1
2

0 ≤
∫ 1

4

0

1

r2
(fy,r − f(y))dr ≤ C

where

fy,r =

∫

−
∂B′(y,r)

f dHn−1.
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Lemma.∗ f is Lipschitz in B′
1
16

.

Lemma. There exists C > 0 such that for any

given θ ∈ (0,1) there exist η = η(θ) > 0 and

l ∈ Rn × {0} with |l| ≤ C so that

f(y) ≤ 〈l, y〉 +
θ

4
η for y ∈ B′

η.
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Contradiction in the proof of Lemma B For

θ ∈ (0,1) there exists η = η(θ) > 0 such that

for j large enough that

f+
j (y) ≤ 〈l, y〉 +

θ

2
η for y ∈ B′

η.

Since f+
j (y) = sup{h : (y, σjh) ∈ ∂{uj > 0}}

(17)

uj(X) = 0 for X ∈ B(0, η)

with xn+1 ≥ σj〈l, x〉 + θησj.

Let ν = (1 + σ2
j |l|2)−

1
2(−σjl,1), (17) implies

that

(18)

uj(X) = 0 for X ∈ B(0, η)

with 〈X; ν〉 ≥ θησj

2(1 + σ2
j |l|2)

1
2

≥ θησj,

for j large enough. (18) states that for every

θ ∈ (0,1) there is η > 0 so that uj ∈ F (θσj,1)

in B(0, η) in the direction ν, which contradicts

(16).
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6. Weiss monotonicity formula

Assume that:

1. Ω ⊂ Rn+1 is an unbounded chord arc

domain

2.






∆u = 0 in Ω
u > 0 in Ω
u = 0 on ∂Ω,

3. h = 1, Hn-a.e. in ∂Ω i.e
∫

Ω
u∆ϕ =

∫

∂Ω
ϕdHn ∀ϕ ∈ C∞

c (Rn+1)
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For Q ∈ ∂Ω and r > 0 the quantity

φ(Q, r) =
1

rn+1

∫

B(Q,r)
|∇u|2 − 1

rn+2

∫

∂B(Q,r)
u2

+
Hn+1(Ω ∩ B(Q, r))

rn+1

is monotone and

φ(Q, r) − φ(Q, s) =

2

∫ r

s
t−n−1

∫

∂B(Q,r)

(

∇u · P − Q

|P − Q| −
u

r

)2

dHndt

This monotonicity formula yields that the blow

up limits of u are homogeneous functions of

degree 1.
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Theorem. [W] Assume that:

1. Ω ⊂ Rn+1 is an unbounded chord arc

domain

2. h = 1, Hn-a.e. in ∂Ω i.e

∂∗Ω is C∞. Σ = ∂Ω\∂∗Ω the singular set of

∂Ω, satisfies:

• If n = 1, Σ = ∅

• If n = 2, Σ consists of isolated points.

• Σ is a closed set of Hausdorff dimension at

most n − 2.

Question: Does there exist a characterization

of Σ in terms φ(Q) = lim
r→0

φ(Q, r)?
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