


3.1 Discrete Random Variables

• Present the analysis of several 

random experiments

• Discuss several discrete random 

variables that frequently arise in 

applications



Example 3.1

A voice communication system for a business 

contains 48 external lines. At a particular 

time, the system is observed, and some of 

the lines are being used. 

Let the random variable X denote the number 

of lines in use. Then, X ={0, 1, 2….48}

When the system is observed, if 10 lines are 

in use, x = 10. 



3-2 Probability Distributions and 

Probability Mass Functions

Figure 3-1 Probability distribution for bits in error.



Figure 3-2 Loadings at discrete points on a long, thin 

beam.



Probability distribution of a 

random variable: A description of 

the probabilities associated with 

the possible values of X  

specified by a list of probabilities 

or formula. 





Example: Verify the following 

function f(x) is a pmf and find 

probabilities P(X≤2), P(X>0).

x -2 -1 0 1 2

f(x) 1/8 3/8 1/8 2/8 1/8



Solution: Verify pmf 

(1) f(x)≥0 

(2) 

(3) 

p(X≤2) = p(X=-2 or -1 or 0 or 1 

or 2) = 1/8 + …1/8 =1

p(X>0) = p(X=1 or 2) = 2/8+1/8 

= 3/8
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Example: Verify pmf, find probabilities

(1) f(x) ≥0, obviously

(2) 

(3)

p(X=2)=f(2)=

p(X≤2) =f(0)+f(1)+f(2)=63/64
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Practice: Wafer Contamination

• Let the random variable X denote the 

number of semiconductor wafers that need 

to be analyzed in order to detect a large 

particle of contamination. 

• Assume that the probability that a wafer 

contains a large particle is .01 and that the 

wafers are independent. 

• Determine the probability distribution of X



3-3 Cumulative Distribution Functions

Definition



Example 3-8



Example 3-8

Figure 3-4 Cumulative distribution function for 

Example 3-8.



Practice: Write the CDF for the 

following pmf

x -2 -1 0 1 2

f(x) 1/8 3/8 1/8 2/8 1/8



Given the distribution 

function, determine 

the probabilities.

(1) p(X≤4)=F(4)=.9

(2)p(X>7)=1-p(X≤7)=1-1=0

(3)p(X≤5)=F(5)=.9

(4)p(X>4)=1-p(X≤4)=1-.9=.1

(5)p(X≤2)=F(2)=.7

(6)p(1≤X≤4)=p(X≤4)-p(X<1)=F(4)-0=.9

(7)p(1<X<4)=p(X<4)-p(X≤1)=F(4)-f(4)-

F(1)=.7-.7=0
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Practice: Given 

Find (a) p(X3), (b) p(X2), 

(c) p(1X 2), (d) p(X>2)
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3-4 Mean and Variance of a Discrete 

Random Variable

Definition



3-4 Mean and Variance of a Discrete 

Random Variable

Figure 3-5 A probability distribution can be viewed as a loading 

with the mean equal to the balance point.  Parts (a) and (b) 

illustrate equal means, but Part (a) illustrates a larger variance.



3-4 Mean and Variance of a Discrete 

Random Variable

Figure 3-6 The probability distribution illustrated in Parts (a) 

and (b) differ even though they have equal means and equal 

variances.



Example 3-11



Practice:

At a raffle, 1500 tickets are sold at $2

each for four prizes of $1500, $250,

$150 and $75. You buy a ticket, what is

the expected value of your gain? What is

the variance of your gain?  



3-4 Mean and Variance of a Discrete 

Random Variable

Expected Value of a Function of a Discrete 

Random Variable



Notes:

• E (C) = C, where C is a constant

• Var (C) = 0

• E(C X) = C E(X)

• Var(CX) = C2 Var(X)  



Example: Two new product designs are to be 

compared on the basis revenue potential. 

marketing feels that the revenue from design A 

can be predicted quite accurately to be $3 

million . The revenue potential of design B is 

more difficult to assess. Marketing concluded 

that there is a probability of .3 that the revenue 

from design B will be $7 million, but there is a 

.7 probability that the revenue will be only $2 

million. Which design do you prefer?



Solution: Let X and Y denote the revenue 

from design A and B respectively. 
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A Random variable X that 

assumes each of the values  

with equal 

probability 1/n is frequently of 

interest.

nxxx ,, 21



3-5 Discrete Uniform Distribution

Definition



3-5 Discrete Uniform Distribution

Example 3-13



3-5 Discrete Uniform Distribution

Figure 3-7 Probability mass function for a discrete uniform 

random variable.



3-5 Discrete Uniform Distribution

Mean and Variance



Proof: 
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Practice: Thickness measurements of a 

coating process are made to the nearest 

hundredth of a milimeter. The thickness 

measurements are uniformly distributed 

with values .10, .11, .12, .13, .14, .15. 

Determine the mean and variance of the 

coating thickness for this process.



3-6 Binomial Distribution

Random experiments and random variables



3-6 Binomial Distribution

Random experiments and random variables



Bernoulli Distribution:

• X has a bernoulli distribution if it results in 

one of the two possible outcomes, called 

success and failure

• X~Bern (p), X=number of success, p= 

probability of success

• E[X] = p

• Var[X]=p(1-p)
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Example: Flip a coin once. 

X=number of success (heads), 

p=1/2

E[X]=1/2

Var[X]=1/2(1-1/2)=1/4

Number of heads 0 1

f(x) 1/2 1/2



3-6 Binomial Distribution

Definition



3-6 Binomial Distribution

Figure 3-8 Binomial distributions for selected values of 

n and p.



3-6 Binomial Distribution

Example 3-18



3-6 Binomial Distribution

Example 3-18



3-6 Binomial Distribution

Mean and Variance



3-7 Geometric and Negative Binomial 

Distributions

Example 3-20



3-7 Geometric and Negative Binomial 

Distributions

Definition



3-7 Geometric and Negative Binomial 

Distributions

Figure 3-9. Geometric distributions for selected values 

of the parameter p.



3-7 Geometric and Negative Binomial 

Distributions



3-7 Geometric and Negative Binomial 

Distributions

Definition



Practice: The probability of a successful 

optical alignment in the assembly of an 

optical data storage product is .8. 

Assume the trials are independent. 

(a) What is the probability that the first 

successful alignment requires exactly 

four trials? At most four trials? At least 

four trials?

(b) What is the mean number of trials to 

get a successful alignment?



3-7 Geometric and Negative Binomial 

Distributions

Lack of Memory Property



3-7 Geometric and Negative Binomial 

Distributions

3-7.2 Negative Binomial Distribution



3-7 Geometric and Negative Binomial 

Distributions

Figure 3-10. 

Negative binomial 

distributions for 

selected values of 

the parameters r

and p.



3-7 Geometric and Negative Binomial 

Distributions

Figure 3-11. Negative binomial random variable 

represented as a sum of geometric random variables.



3-7 Geometric and Negative Binomial 

Distributions

3-7.2 Negative Binomial Distribution



3-7 Geometric and Negative Binomial 

Distributions

Example 3-25



3-7 Geometric and Negative Binomial 

Distributions

Example 3-25



3-8 Hypergeometric Distribution

Definition



3-8 Hypergeometric Distribution

Figure 3-12. 

Hypergeometric 

distributions for 

selected values of 

parameters N, K, and n.



3-8 Hypergeometric Distribution 

Example 3-27



3-8 Hypergeometric Distribution

Example 3-27



3-8 Hypergeometric Distribution

Mean and Variance



3-8 Hypergeometric Distribution

Finite Population Correction Factor



3-8 Hypergeometric Distribution

Figure 3-13. Comparison of hypergeometric and binomial 

distributions.



Practice: 850 parts, 50 parts are defective, 800 

parts are non-defective. Randomly select two 

parts without replacement. Find probability 

that

(1)  both parts are defective

(2) one of the parts selected is defective

(3)  one or more parts are defective

(4)  at least one part in the sample is non-

defective

Let X = # of defective parts

(5) Find E(X) and V(X)

(6) If sampling is done with replacement, 

what is p( X=1)?



3-9 Poisson Distribution

Example 3-30



3-9 Poisson Distribution

Definition



3-9 Poisson Distribution

Consistent Units



3-9 Poisson Distribution

Example 3-33



3-9 Poisson Distribution

Example 3-33



3-9 Poisson Distribution

Mean and Variance



Practice: The number of telephone calls that 

arrive at a phone exchange is often modeled 

as a poisson random variable. Assume that on 

the average there are 10 calls per hour. Find 

probability that

(a) exactly 5 calls within one hour

(b) no more than 3 calls within one hour

(c) exactly 15 calls within two hours

(d) 5 calls within 30 minutes 


