




2-1 Sample Spaces and Events

2-1.1 Random Experiments

Definition



2-1 Sample Spaces and Events

2-1.1 Random Experiments

Example: Toss a coin. 

Coin may land on heads (H) or tails (T).



2-1 Sample Spaces and Events

2-1.2 Sample Spaces

Definition



2-1 Sample Spaces and Events

2-1.2 Sample Spaces

• Discrete S={1, 2, 3}

• Continuous

Example 2-1



2-1 Sample Spaces and Events

Example: Toss a coin continued.

In this example, the sample space is S={H,T}

Tree Diagrams

• Sample spaces can also be described graphically with
tree diagrams. 

– When a sample space can be constructed in several steps or 
stages, we can represent each of the n1 ways of completing the 
first step as a branch of a tree. 

– Each of the ways of completing the second step can be 
represented as n2 branches starting from the ends of the original 
branches, and so forth.



2-1 Sample Spaces and Events

Figure 2-5 Tree diagram for three messages.



2-1 Sample Spaces and Events

Example 2-3, S={OT,OT,OT; OT, OT, L; OT,L,OT; 

OT,L,L; L,OT,OT; L,OT,L; L,L,OT; L,L,L}



2-1 Sample Spaces and Events

2-1.3 Events

Definition



2-1 Sample Spaces and Events

2-1.3 Events

Basic Set Operations



2-1 Sample Spaces and Events

2-1.3 Events

Example: Toss a coin continued. 

S={H,T}

E1={Head appears}={H}

E2={Tail appears}={T}

E1 and E2 are subsets of the sample space 

S. 



2-1 Sample Spaces and Events

Definition



2-1 Sample Spaces and Events

Venn Diagrams

Figure 2-8 Venn diagrams.



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Multiplication Rule



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Permutations



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Permutations : Example 2-10



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Permutations of Subsets



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Permutations of Similar Objects



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Permutations of Similar Objects: Example 2-12



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Combinations



2-1 Sample Spaces and Events

2-1.4 Counting Techniques

Combinations: Example 2-13



2-2 Interpretations of Probability

2-2.1 Introduction

Probability

• Used to quantify likelihood or chance

• Used to represent risk or uncertainty in 

engineering applications

• Can be interpreted as our degree of belief or 

relative frequency



2-2 Interpretations of Probability

Equally Likely Outcomes



2-2 Interpretations of Probability

Definition 

For a discrete sample space, the probability of an event E, 

denoted by P(E) = number of outcomes in E/ number of 

possible outcomes in S



Example: Toss a coin continued

P(E1)= P(H) = ½

P(E2)= P(T) = ½



2-2 Interpretations of Probability

2-2.2 Axioms of Probability



Review

Random Experiment

↓

Sample Space (S)

↓

Events (E)

↓

Probability P(E)



Example. A random experiment can results in 

one of the following outcomes {a, b, c, d}. 

Let A={a,b}, B={b,c}, C={d},

Find P(A),P(B),P(C), P(A∩B) and P(AUB)

Solution: S={a,b,c,d}

P(A)=2/4=1/2

P(B)=2/4=1/2

P(C)=1/4

A∩B={b}, P(A∩B)=1/4

AUB={a,b,c}, P(AUB) = ¾

P(AUB) = P(A)+P(B)-P(A∩B)



2-3 Addition Rules

Probability of a Union



Mutually Exclusive Events



Example 2-16



Practice: The following table lists the history of 940 

wafers in a semiconductor manufacturing process, 

suppose one wafer is selected at random.

H = {wafer contains high levels of contamination}

C= {wafer is from the center of the spattering tool}

What is the probability that a wafer is from the 

center of the spattering tool or contains high levels 

of contamination (or both)? 

center Edge

low 
contamination

514 68 582

High 
contamination

112 246 358

626 314 940



Three Events



Figure 2-12 Venn diagram of four mutually exclusive events





2-4 Conditional Probability

• To introduce conditional probability, consider an example 

involving manufactured parts. 

• Let D denote the event that a part is defective and let F 

denote the event that a part has a surface flaw. 

• Then, we denote the probability of D given, or assuming, 

that a part has a surface flaw as P(D|F). This notation is 

read as the conditional probability of D given F, and it is 

interpreted as the probability that a part is defective, given 

that the part has a surface flaw.



Figure 2-13 Conditional probabilities for parts with 

surface flaws



Definition



Example: 400 parts are classified by surface 

flaws and defective. 

Find the probability that the part is defective 

given it has surface flaws. 

And the probability that the part is defective 

given it doesn’t have surface flaws.



Surface flaws (F) No surface Flaws 

(F′)

Defective (D) 10 18 28

Not defective
(D′)

30 342 372

40 360 400(Total)

Want to find P(D|F) and P(D|F′)
P(D∩F) =10/400, P(F) =40/400

P(D|F)=P(D∩F)/P(F) = 

(10/400)/(40/400)=1/4=.25

P(D∩F′) = 18/400, P(F′) = 360/400

P(D|F′) = P(D∩F′)/P(F′) = 

(18/400)/(360/400)=.05



Practice: A batch contain 10 parts 

from tool one and 40 parts from tool 

two. If two parts are selected 

randomly without replacement. 

Given that the 1st selected is from 

tool one, what is the probability that

the second part selected is from tool 

two? 



Review:

P(AUB)=P(A)+P(B)-P(A∩B)

P(A|B) = P(A∩B)/P(B)

Can derive

P(A|B)+P(A′|B) =1

Proof: P(A|B)+ P(A′|B)

= P(A∩B)/P(B) + P(A′∩B)/P(B)

=P(B)/P(B)=1



2-5 Multiplication and Total 

Probability Rules

2-5.1 Multiplication Rule



Example: P(A|B) = .3 and P(B) = .6, want to 

know what is P(A∩B) and P(A′∩B)?

Solution: 

P(A∩B) = P(A|B)P(B)=.3×.6=.18

P(A′∩B)=P(A′|B)P(B)=(1-P(A|B))P(B)=(1-

.3)×.6=.42

Or P(A′∩B) = P(B) – P(A∩B) = .6-.18 =.42



2-5.2 Total Probability Rule

Figure 2-15 Partitioning 

an event into two mutually 

exclusive subsets.

Figure 2-16 Partitioning an 

event into several mutually 

exclusive subsets.





Example 2-27



Practice: In the 2004 presidential 

election, exit polls from the critical state 

of ohio provided the following results, 

what is the probability a randomly 

selected respondent voted for Bush?

Bush Kerry

No college degree
( 62%)

50% 50%

College degree 
(38%)

53% 46%



Total Probability Rule (multiple events)



Practice: Assume the following probabilities for 

product failure subject to levels of contamination in 

semiconductor manufacturing in a particular 

production run. 20% of them are with high level 

contamination, within them, 10% are classified as 

product failure; 30% of them are with medium level 

contamination, within them, 1% are classified as 

product failure; and 50% of them are with low level 

contamination, within them, .1% of them are 

classified as product failure.  A product is randomly 

selected, what is the probability that the selected 

product is classified as product failure?



2-6 Independence

Definition (two events)



Example 2-34



Practice: 850 parts, 50 defective, two 

parts are selected without replacement. If 

the first part selected is defective, what is 

the probability that the second part 

selected is also defective? What is the 

probability that the second part selected 

is defective? Is the event first part 

selected is defective independent with 

the event that the second part selected is 

defective? Under what situation that 

these two events are independent?



Review: 

Total probability rule

P(B) = P(B|A)P(A)+P(B|A′)P(A′)



2-7 Bayes’ Theorem

Definition



Bayes’ Theorem



Example 2-37



Practice: A printer failure are associated 

with three types of problems, hardware 

problem with probability .1, software 

problem with probability .6 and other 

problems with probability .3. The 

probability of a printer failure given a 

hardware problem is .9; given a software 

problem is .2 and given any other type of 

problem is .5. What is the most likely 

cause of the problem?



2-8 Random Variables

Definition



Toss 1 Toss 2 x P(X=x)

H H 2 1/4

H T 1 1/4

T H 1 1/4

T T 0 1/4

Example: Toss a coin two times. Let 

X={number of heads appear in each 

outcome}. X={0,1,2}. Possible values of 

r.v X is x=0, x=1 or x=2. P(X=0)=1/4, 

P(X=2)=1/4, P(X=1)=1/4+1/4=1/2



Practice: In a semiconductor 

manufacturing process. Two wafers from 

a lot are tested. Each wafer is classified 

as pass or fail. Assume that the 

probability that a wafer passes the test is 

.8 and wafers are independent. Let 

X={number of wafers that pass}, what 

are the possible values of X? What are 

the probability of each x?



Definition



Examples of Random Variables


