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Abstract. We present two methods for rapid evaluation of two-dimensional retarded time integrals. For example, such integrals arise as the $z = 0$ trace $U(t, x, y, 0)$ of a solution $U(t, x, y, z)$ to $3 + 1$ wave equation $\Box U = -2f(t, x, y)\delta(z)$ forced by a “sheet source” at $z = 0$. The spatial Fourier transform of a two-dimensional retarded time integral involves a temporal convolution with the zeroth order Bessel function $J_0(t)$. Appealing to work by Alpert, Greengard, and Hagstrom and by Xu and Jiang on rational approximation in the Laplace-transform domain, our first method relies on approximation of $J_0(t)$ as a sum of exponential functions. We achieve approximations with double precision accuracy near $t \approx 0$, and maintain single precision accuracy out to $T \approx 10^8$. Our second method involves evolution of the $3+1$ wave equation in a “thin block” above the sheet, adopting the radiation boundary conditions of Hagstrom, Warburton, and Givoli based on complete plane wave expansions. We review their technique, present its implementation for our problem, and present new results on the nonlocal spacetime form of radiation boundary conditions. Our methods are relevant for the sheet-bunch formulation of the Vlasov-Maxwell system, although here we only test methods on a model problem, a Gaussian source following an elliptical orbit. Our concluding section discusses the complexity of both methods in comparison with naive evaluation of a retarded-time integral.
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1. Introduction and preliminaries

1.1. Introduction. This article presents two strategies for fast numerical evaluation of the retarded-time integral

$$F(t, x) := \frac{1}{2\pi} \int_{|x-x'| \leq t} d\mathbf{x}' \frac{f(t-|x-x'|, \mathbf{x}')}{|x-x'|},$$

where $\mathbf{x} = (x, y)$, $d\mathbf{x}' = dx'dy'$, and we have included the $(2\pi)^{-1}$ in (1) for later convenience. Both strategies are useful when the integral must be evaluated over a range of spatial $\mathbf{x}$ and temporal $t$ points. Of particular interest is the support of $F(t, \cdot)$ in the case when the support of $f(t, \cdot)$ is small for all past times. One scenario involving integrals of this form is the Maxwell equations with charge and current densities that are confined to a “sheet” $z = 0$ and have small supports. For this scenario, the $z = 0$ restrictions of the electric field $E_x$, $E_y$ and the magnetic field $B_z$ components obey (1), in each case with $f(t, \mathbf{x})$ appropriately...
determined by the sheet charge or sheet current densities. The \( z = 0 \) restrictions of the remaining components \( E_z, B_x, B_y \) vanish.

This scenario arises in a “sheet bunch model” of the Vlasov-Maxwell system describing an electron bunch in the bunch compressor of a free electron laser, for example, the LCLS at Stanford, CA. For more details on the sheet bunch model, see [1, 2, 3, 4]. Indeed, in this model the charge and current densities of an electron bunch are confined to the “sheet” \( z = 0 \), since they correspond to a phase space density obeying the Vlasov equation and confined to \( z = 0, p_z = 0 \). Here, \( p_z \) is the \( z \)-component of the electron momentum. Since the time evolutions of the charge and current densities are governed by the Vlasov equation, which is in turn determined by the Lorentz force in the sheet, \( E_x, E_y \) and \( B_z \) are the only electromagnetic fields which act on the source. Whence for this scenario only (1) matters. Of course, a complete Vlasov-Maxwell treatment would involve charge/current densities which are not confined to \( z = 0 \). The high cost involved in numerically modelling the full 3D problem motivates an approximation like the 2D sheet bunch or a 1D treatment based on line charges. The need to rapidly evaluate (1) has arisen in our work on the sheet bunch model. Indeed, retarded-time integration is the bottleneck in the sheet-bunch modelling code VM3@A (Vlasov-Maxwell Monte-Carlo Method at Albuquerque). In that context straightforward integration is slow, since for each \( t \) the integral must be recomputed from scratch, i.e. knowledge of \( F(t, x) \) is not reused in the computation of \( F(t + \Delta t, x) \). This issue is more evident in another expression (2) for the integral (1) given below. Moreover, straightforward integration is memory intensive as the time history of \( f(t, x) \) must be stored.

The outline of this article is as follows. The next subsection collects some background material. Section 2 describes our first approach based on Fourier transformation and approximation of the Bessel function \( J_0(z) \) as a sum of exponentials. Section 3 describes our second approach based on evolution of the ordinary wave equation with appropriate radiation boundary conditions. Both of these sections present numerical results (cf. Subsections 2.2 and 3.4) based on the following model. We choose \( f(t, x) \) as a narrow Gaussian which moves subluminally along an elliptical trajectory; see Eq. (14) below. Section 3 is more involved theoretically, and it presents some new results concerning radiation boundary conditions [5, 6] developed by Hagström, Warburton, and Givoli. The concluding Section 4 summarizes our findings and compares our two approaches from the standpoint of our target application. Appendices focus on several intricacies overlooked in the main sections. In particular, Appendices A and B describe numerical tables approximating \( J_0(t) \) as a sum of exponential and how such tables are constructed. Here we rely on our own modified version of the Alpert-Greengard-Hagstrom “compression algorithm” [7] for rational approximation, with important additional input from the work [9, 10] of Jiang and Xu and Jiang. Beylkin and Monzon also describe a procedure [8] for approximation of \( J_0(t) \) and other functions by exponential sums. When represented in double precision format, one of our approximations (comprised of 150 terms) maintains a \( 10^{-14} \) relative accuracy for \( 0 \leq t \leq 300 \) and a \( 10^{-10} \) relative accuracy for \( 0 \leq t \leq 10^6 \). When represented in quadruple precision format, the same approximation maintains a \( 10^{-15} \) relative accuracy for \( 0 \leq t \leq 10^8 \). Appendix C establishes our main result on the spacetime form of the relevant exact radiation boundary conditions.

1.2. Preliminaries. Here we collect the theoretical background underlying our two methods for fast evaluation of (1), showing that spatial Fourier transformation of (1) yields a temporal convolution involving the Bessel function \( J_0(t) \) (the background for Method 1) and describing
the relationship between the two-dimensional integral (1) and solutions to the ordinary 3 + 1 (three-space plus time) wave equation (the background for Method 2). In the following we assume that \( f \) has the smoothness properties needed to justify our calculations.

1.2.1. Analytical background. We first describe the background for Method 1. Through the change of variables \( x' = x + (t - \tau) \cos \phi \) and \( y' = y + (t - \tau) \sin \phi \), Eq. (1) becomes

\[
F(t, x) = \frac{1}{2\pi} \int_0^t d\tau \int_0^{2\pi} d\phi f(\tau, x + (t - \tau)\nu(\phi)),
\]

where \( \nu(\phi) = (\cos \phi, \sin \phi) \). As mentioned, (2) shows that the present field \( F(t, \cdot) \) is not of direct use in computing the future value \( F(t + \Delta t, x) \). To gain insight into (2) and (1), we investigate the support of \( F(t, \cdot) \) in terms of the support of \( f(t, \cdot) \). In the physical scenario above, \( F(t, \cdot) \) corresponds to electromagnetic-field components and \( f(t, \cdot) \), to charge and current densities associated with the electron bunch; therefore, we respectively refer to these spatial supports as the field support and the bunch support.

The contribution

\[
g(\tau) := \frac{1}{2\pi} \int_0^{2\pi} d\phi f(\tau, x + (t - \tau)\nu(\phi))
\]

at time \( \tau \) to \( F(t, x) = \int_0^t d\tau g(\tau) \) is pictured in Fig. 1a. The figure shows the bunch support \( S_f(\tau) := \{ x \in \mathbb{R}^2 : f(t, x) \neq 0 \} \) in the \((x, y)\)-plane at time \( \tau \). The dashed circle in Fig. 1a is the set \( C_x(t - \tau) := \{ x' \in \mathbb{R}^2 : |x - x'| = t - \tau \} \), i.e. the circle centered at \( x = (x, y) \) and with radius \( r = t - \tau \). The integrand in \( g(\tau) \) is nonzero if and only if the intersection \( C_x(t - \tau) \cap S_f(\tau) \) is nonempty. That is, a point in the bunch contributes to the \( \phi \)-integration in \( g(\tau) \) if and only if it lies on \( C_x(t - \tau) \). Figure 1a shows the bunch intersecting \( C_x(t - \tau) \); were the bunch off \( C_x(t - \tau) \) there would be no contribution to \( g(\tau) \).

The field support \( S_F(t) := \{ x \in \mathbb{R}^2 : F(t, x) \neq 0 \} \) is also given by

\[
S_F(t) = \{ C_x(t - \tau) \cap S_f(\tau) : \tau \in [0, t] \},
\]

which can be pictured in terms of the backward lightcone emanating from \( (t, x) \), as shown in Fig. 1b. The cross section of the cone at arbitrary \( \tau \in [0, t] \) is shown as a dashed circle, the same one as in Fig. 1a. Each bunch in the sequence shown in Fig. 1b should be visualized as lying in a fixed constant-\( \tau \) spatial plane. We remark on two possible scenarios. First, if \( \tau \lesssim t \) and the spatial evaluation point \( x \) for \( F(t, x) \) is contained within the bunch support \( S_f(t) \) at the current time \( t \), then \( C_x(t - \tau) \cap S_f(\tau) = C_x(t - \tau) \) (so the corresponding integration in (3) will run over all \( \phi \) angles) and, of course, \( x \in S_F(t) \). Second, if \( t \) is large and \( \tau > 0 \) is small (also with \( S_f(\tau) \) compact for all past times and the bunch moving subliminally), then the bunch will lie inside of the past lightcone, \( C_x(t - \tau) \cap S_f(\tau) \) will be empty, and \( x \notin S_F(t) \).

Fourier transformation gives

\[
\hat{F}(t, \xi) := \frac{1}{2\pi} \int_{\mathbb{R}^2} dx e^{-i\xi \cdot x} F(t, x) = \int_0^t d\tau \hat{f}(\tau, \xi) \left( \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{i(t - \tau)\nu(\phi) \cdot \xi} \right),
\]

where the first equality establishes our Fourier transform notation. Using a standard integral representation for \( J_0(t) \), we then find

\[
\hat{F}(t, \xi) = \int_0^t d\tau \hat{f}(\tau, \xi) J_0(\xi(t - \tau))
\]
as the aforementioned convolution. Here $\xi = |\xi|$, and the absence of a numerical factor in front of the integral in (6) is due to the $(2\pi)^{-1}$ factor chosen in (1). We emphasize that $F(t, \cdot)$ is needed on its full support in order to carry out the Fourier transform. The Laplace transform of (6) plays an important role in both Methods 1 and 2; it reads as follows:

$$F(s, \xi) = \hat{f}(s, \xi)(s^2 + \xi^2)^{-1/2}.$$  \hfill (7)

We use the check notation to denote the Fourier-Laplace transform. Inverting, we obtain for $T > 0$

$$F(t, x) = \frac{1}{4i \pi^2} \int_{\mathbb{R}^2} d\xi \int_{T^{1-i \infty}}^{T^{-1+i \infty}} dse^{st+i\xi \cdot x} \frac{\hat{f}(s, \xi)}{\sqrt{s^2 + \xi^2}}.$$  \hfill (8)

Our approximations require $T \gg 1$, i.e. our Bromwich contour is close to the imaginary axis. Finally, we note that (6) appears as Eq. (2.13) in Ref. [11] which considered the inverse problem from our own: recovery of $f$ from $F$ given as data.

We now turn to the background for Method 2. Eq. (1) stems from the following sheet-source IVP for $U = U(t, \mathbf{X})$:

\begin{align}
\square U &= -2f(t, x, y)\delta(z), \quad t > 0, \mathbf{X} \in \mathbb{R}^3 \\
U &= 0 = \partial_t U, \quad t = 0, \mathbf{X} \in \mathbb{R}^3,
\end{align}  \hfill (9a, b)

where $\mathbf{X} = (x, z) = (x, y, z)$. The Fourier-Laplace transform (in $\mathbf{x}$ and $t$) of the solution is

$$\hat{U}(s, \xi, z) = \frac{\hat{f}(s, \xi)}{\sqrt{s^2 + \xi^2}} \exp(-\gamma|z|), \quad \gamma = \sqrt{s^2 + \xi^2}.$$  \hfill (10)

Comparison with (7) determines that $F$ from (1) and $U$ from (9) are related by

$$F(t, x) = U(t, x, 0).$$  \hfill (11)
For $z \geq 0$ the IVP (9) is equivalent to the following initial boundary value problem (IBVP):

\begin{align}
(12a) & \quad \square U = 0, \quad t > 0, \mathbf{X} \in \mathbb{R}^3_+ \\
(12b) & \quad U = 0 = \partial_t U, \quad t = 0, \mathbf{X} \in \mathbb{R}^3_+ \\
(12c) & \quad \partial_z U = -f, \quad t > 0, \mathbf{X} \in \partial\mathbb{R}^3_+,
\end{align}

referred to here as the open problem on the half space $\mathbb{R}^3_+ = \{ \mathbf{X} = (x, z) : x \in \mathbb{R}^2, z > 0 \}$ with boundary (the sheet) $\partial\mathbb{R}^3_+ = \{ \mathbf{X} = (x, z) : x \in \mathbb{R}^2, z = 0 \}$. Method 2 is based on this IBVP, and through the inverse Fourier-Laplace transform we have (again, $z \geq 0$)

\begin{equation}
U(t, x, z) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} d\xi \int_{T-1-i\infty}^{T-1+i\infty} ds e^{st+i\xi \mathbf{x} - (s^2 + \xi^2)^{1/2}} \frac{\hat{f}(s, \xi)}{s^2 + \xi^2}.
\end{equation}

Note that (11) also holds for $F$ from (1) and $U$ from (12).

1.2.2. Numerical background. Numerical results reported below rely on the specific source function (its spatial Fourier transform is given for later reference)

\begin{equation}
f(t, x) = \theta(t) \exp \left(-\nu|x-x_0(t)|^2\right), \quad \hat{f}(t, \xi) = \frac{1}{2\theta(t)} \nu^{-1} \exp \left(-i\xi_0(t)\cdot\xi\right) \exp \left(-\frac{1}{4}\nu^{-1}\xi^2\right)
\end{equation}

with $x_0(t) = (\lambda_x \cos(\omega t), \lambda_y \sin(\omega t))$ and the parameters $\lambda_x = 0.8$, $\lambda_y = 1.2$, $\nu = 5.0$, and $\omega = 0.8$. Included in the expression (14) for the source is a masking function,

\begin{equation}
\theta(t) = \begin{cases} 
0 & \text{for } t \leq 0 \\
\frac{1}{2} \text{erf}\left(\sqrt{\sigma}(t - \frac{1}{2}\vartheta)\right) + \frac{1}{2} & \text{for } t \in (0, \vartheta) \\
1 & \text{for } t \geq \vartheta
\end{cases}
\end{equation}

which ensures that the source is “turned on” gradually. For the results reported below $\vartheta = 1.25$ and $\sigma = 100$. The simple source (14) models a sheet bunch of electrons clustered as a Gaussian moving on an elliptical orbit. With the parameter choices above, the central velocity $x_0'(t)$ of the source does not exceed the unit wave speed, and for all $t$ the source $f(t, x)$ is localized in a small region. As the $(x, y)$-domain we take a rectangle $R = [x_{\min}, x_{\max}] \times [y_{\min}, y_{\max}]$ which contains the elliptical orbit of the source from $t = 0$ up to a final time $t_f$. Moreover, we must choose $R$ large enough to ensure that it contains the effective support of $F(t_f, \cdot)$. Since we have chosen a Gaussian “bunch” (not of compact support), the discussion in Subsection 1.2 should be modified to include the notion of effective support. For example, we could introduce the bunch $\epsilon$-support $S_\epsilon^f(t) := \{ x \in \mathbb{R}^2 : |f(t, x)| > \epsilon \}$, with, say, $\epsilon$ as machine precision. Likewise, we could introduce the field $\epsilon$-support $S_\epsilon^R(t)$. Without giving a precise formulation, we note that $R$ must be large enough to ensure that the boundary $\partial R$ is causally disconnected from $S_\epsilon^f(t)$ for $t \in [0, t_f]$. With this condition, $R$ contains $S_\epsilon^R(t_f)$. Each of our two methods produces nodal values $F_{k\ell}(t) \simeq F(t, x_k, y_\ell)$ which approximate (2) at time $t$ and on a double Fourier collocation grid partitioning $R$,

\begin{align}
\{x_k = x_{\min} + (x_{\max} - x_{\min})k/N_x : k = 0, \ldots, N_x - 1\} \\
\{y_\ell = y_{\min} + (y_{\max} - y_{\min})\ell/N_y : \ell = 0, \ldots, N_y - 1\}.
\end{align}

To compute the error associated with an array $F_{k\ell}(t_f)$ of approximate values at the final time, we first generate a reference solution

\begin{equation}
F_{ij}^{\text{ref}}(t_f) \simeq F(t_f, x_i^{\text{ref}}, y_j^{\text{ref}})
\end{equation}
through a quadrature-based computation of (2). The values \( F_{ij}^{ref}(t_f) \) are defined on a uniform reference grid \( \{ (x_i^{ref}, y_j^{ref}) : i, j = 0, \ldots, N_{ref} - 1 \} \), the same as (16) with \( N_x = N_{ref} = N_y \). More precisely, to compute each value \( F_{ij}^{ref}(t_f) \), we have used the formula (2) with \( N_\phi \)-point trapezoidal quadrature in \( \phi \) and \( N_x \)-subinterval composite Gauss-Kronrod quadrature in \( \tau \). The quadrature parameters \((N_\phi, N_x)\) have been chosen to ensure that the computed values \( F_{ij}^{ref}(t_f) \) are of sufficient accuracy to determine the results reported below. We stress that computation of the reference solution makes no use of the rectangle \( R \). Nor does it involve periodic boundary conditions (imposed in both of our methods). Figure 2 depicts the reference solution \( F_{ij}^{ref}(t_f) \) corresponding to \( R = [-8.8, 11.2] \times [-10.1, 9.9] \), \( t_f = 5 \), and \( N_{ref} = 256 \) (although plotted on a slightly coarser grid). This solution has been generated with \((N_\phi, N_x) = (115, 25)\). We will not compare the computational time of direct integration to the computational time of \( F_{k\ell}(t_f) \) by our two methods; it is significantly more expensive, even ignoring the issue that in our target application \( F_{k\ell}(t) \) is needed for a range of times between 0 and \( t_f \) (i.e. the direct integration would be carried out for each intermediate time).

Since errors are always computed at time \( t_f \), we now suppress this dependence. Comparison of \( F_{k\ell} \) and \( F_{ij}^{ref} \) requires interpolation. Precisely, through trigonometric interpolation, we first extend \( F_{k\ell} \) to a grid function \( F_{ij}^{interp} \) defined on the reference grid \( (x_i^{ref}, y_j^{ref}) \), where the assumption is that the grid (16) associated with \( F_{k\ell} \) is coarser than (or perhaps the same as) the reference grid. The root-mean-square norm and error of \( F_{k\ell} \) are then

\[
\text{norm}(F) := \left( \frac{\sum_{i,j=0}^{N_{ref}-1} |F_{ij}^{interp}|^2}{(N_{ref})^2} \right)^{1/2}, \quad \text{error}(F) := \left( \frac{\sum_{i,j=0}^{N_{ref}-1} |F_{ij}^{interp} - F_{ij}^{ref}|^2}{(N_{ref})^2} \right)^{1/2}.
\]

We likewise consider a maximum pointwise error

\[
\text{error}_\infty(F) := \max_{0 \leq i,j \leq N_{ref}-1} |F_{ij}^{interp} - F_{ij}^{ref}|.
\]

All numerical results presented here have been obtained via single-core simulations on a 2.6GHz AMD Opteron 252.

2. First method for evaluation of (1)

2.1. Sum-of-exponentials approximation of \( J_0(t) \). Our first strategy for evaluation of (1) is based on (6). We now assume an approximation of the zero-order Bessel function as a sum of exponentials:

\[
J_0(t) \simeq A(t) := \sum_{q=1}^{d} \gamma_q \exp(\beta_q t),
\]

with the details of how such an approximation is constructed found in Appendix A. Here the locations \( \beta_q \) and corresponding strengths \( \gamma_q \) are complex. Furthermore, for our approximations \( d = 2d_{\text{pair}} \) with the \( (\gamma_q, \beta_q) \) coming in \( d_{\text{pair}} \) complex-conjugate pairs, so \( A(t) \) is real. We therefore change notation and denote these by \( \{(m_j, k_j)\}_{j=1}^{d_{\text{pair}}} \). Here the \( m_j = m_j^R + i m_j^I \) and \( k_j = k_j^R + i k_j^I \) correspond to those complex \( (\gamma_q, \beta_q) \) for which \( \beta_q \) has positive imaginary part. Appendix A lists two specific approximations.
Figure 2. Reference solution at $t_f = 5$. Here the source (bunch) is approximately centered at $(-0.64091, 0.71817)$.

The original sum of exponentials can now be written as

$$\sum_{q=1}^{d} \gamma_q e^{\beta_q t} = \sum_{j=1}^{d_{\text{pair}}} (m_j R_C(t) - m_j I_S(t)), \quad (21)$$

where $C_j(t) := 2 \exp(k_j R t) \cos(k_j I t)$ and $S_j(t) := 2 \exp(k_j R t) \sin(k_j I t)$. Informally, the stem letters here stand for cosine and sine. Now define, for example,

$$\Psi^C_j(t, \xi; \hat{f}) = \int_0^t d\tau \hat{f}(\tau, \xi)C_j(\xi(t - \tau)), \quad (22)$$

and likewise for $\Psi^S_j(t, \xi; \hat{f})$. In terms of this notation

$$\hat{F}(t, \xi) \simeq \sum_{j=1}^{d_{\text{pair}}} [m_j R \Psi^C_j(t, \xi; \hat{f}) - m_j I \Psi^S_j(t, \xi; \hat{f})]. \quad (23)$$

The convolutions $\Psi^C_j$ and $\Psi^S_j$ obey the following ODE system:

$$\frac{d}{dt} \Psi^C_j(t, \xi; \hat{f}) = k_j^R \xi \Psi^C_j(t, \xi; \hat{f}) - k_j^I \xi \Psi^S_j(t, \xi; \hat{f}) + 2 \hat{f}(t, \xi), \quad (24a)$$

$$\frac{d}{dt} \Psi^S_j(t, \xi; \hat{f}) = k_j^R \xi \Psi^S_j(t, \xi; \hat{f}) + k_j^I \xi \Psi^C_j(t, \xi; \hat{f}). \quad (24b)$$
Since the constituent convolutions $\Psi^C_j$ and $\Psi^S_j$ obey a system of ODE, we have effectively localized (6) in time. The integral over history has been removed and $\hat{F}(t + \Delta t, \cdot)$ is approximately computed from information only at time $t$. However, (6) is an expression in the spatial frequency domain; therefore, the approach is still nonlocal in space.2

Due to the other complications in our approach, we choose to integrate (24) via the most common timestepper: classical Runge Kutta 4 (RK4). To prepare for this integration, we first approximate in space and introduce the Fourier collocation grid $s$ (16). The double discrete Fourier transform,

$$\hat{f}_{pq}(t) = \frac{1}{\sqrt{N_x N_y}} \sum_{k=0}^{N_x-1} \sum_{\ell=0}^{N_y-1} \exp \left( \frac{ikp\pi}{N_x} + \frac{i\ell q\pi}{N_y} \right) f_{k\ell}(t),$$

with $0 \leq p \leq N_x - 1$ and $0 \leq q \leq N_y - 1$, then yields the corresponding discrete Fourier (modal) coefficients $\hat{f}_{pq}$ from the nodal values $f_{k\ell}$. Likewise, we may also consider modal $\hat{F}_{pq}$ and nodal $F_{k\ell}$ coefficients, although now the $\hat{F}_{pq}$ are computed via our numerical method with the $F_{k\ell}$ subsequently determined by the inverse transformation to (25).

Using RK4, our approach is then to evolve the ODE (24) at the following discrete locations in the modal space:

$$\xi_{pq} = \left( \frac{2\pi p}{x_{\text{max}} - x_{\text{min}}}, \frac{2\pi q}{y_{\text{max}} - y_{\text{min}}} \right),$$

where (and similarly for $[q]$)

$$2[p] = \begin{cases} p & \text{for even } p \\ p + 1 & \text{for odd } p. \end{cases}$$

For this evolution one of the evolved variables is, for example, [cf. (22)]

$$\Psi^C_j,_{pq}(t) = \int_0^t d\tau \hat{f}_{pq}(\tau) C_j(|\xi_{pq}|(t - \tau)).$$

The ODE integration only requires that we have access to $\hat{f}_{pq}(t)$, and these modal coefficients can be computed on the fly using the FFT. At any stage of the evolution, we may also compute

$$\hat{F}_{pq}(t) = \sum_{j=1}^{d_{\text{pair}}} \left[ m_{j}^{R} \Psi^C_{j, pq}(t) - m_{j}^{I} \Psi^S_{j, pq}(t) \right],$$

from which the nodal values $F_{k\ell}(t)$ may then be recovered with the inverse FFT.

2.2. Numerical tests. We test the method on the source function (14) for the scenario described in Section 1.2.2. The kernel approximation $A(t)$ appearing in (20) corresponds to one of the $T = 10^4$ tables listed in Table 4 from Appendix A. As described more fully in the Appendix, each of these tables determines an $A(t)$ which approximates $J_0(t)$ with uniform accuracy (the $\varepsilon$ in Table 4) for non-negative times less than $10^4$. We stress that capital $T$ must be larger than $t_f \xi_{\text{max}}$ in the application. To verify that these tables are suitable for

2At slightly different approach was proposed in [4], where we considered the initial value problem for (24) at $t = t_0$ and used variation of parameters to obtain a solution representation in terms of a source integral over the interval $[t_0, t_0 + \Delta t]$. 
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our numerical scenario, we show that $10^4$ bounds the discrete form of the Bessel function argument $\xi(t-\tau)$ in (6). From Eq. (26) with $N_x = N = N_y \leq 256$, the discrete wave number $\xi_{255,255}$ corresponds to the largest possible magnitude $|\xi_{255,255}| \approx 56.869$. Therefore, the maximum argument $\xi(t-\tau)$ does not exceed $t_f|\xi_{255,255}| \approx 5 \cdot 56.869 \ll 10^4$.

The computed nodal values $F_{k\ell}(t_f)$ depend on both $N$ and the number $d$ of exponentials in the approximate kernel $A(t)$. To highlight this dependence, we now denote these numerical values by $F_{k\ell}^{N,d}(t_f)$. The values $F_{k\ell}(t_f)$ also depend on the chosen time step $\Delta t$ for the RK4 integration, but we will not include $\Delta t$ in the notation. Because Method 1 relies on the discrete Fourier transform, the optimal mesh resolutions $N$ are powers of 2, but we consider the values $N \in \{32 : 16 : 256\}$. To compute errors, we have generated the reference solution (17) on an $N_{\text{ref}} = 512$ grid.

We consider two experiments, the first examining accuracy and the second speed. Again, since all comparisons are made at the final time $t_f = 5$, we again suppress the $t_f$ dependence. For the first experiment we compute the values $F_{k\ell}^{N,d}$ over all choices of $N$ and $d$. Here the number $n_{\text{steps}}$ of timesteps $\Delta t = t_f/n_{\text{steps}} = 5/n_{\text{steps}}$ is determined by $N$ and $d$ as follows: for $d = 36, 46, 56, 66$ we respectively choose $n_{\text{steps}} = 5N, 15N, 30N, 90N$. These choices ensure both stability and that computed values $F_{k\ell}^{N,d}$ are either dominated by spatial error or error in the approximation of $J_0(t)$. Figure 3 shows the corresponding relative $L_2$ errors as measured by (18) against the reference solution. A large number $n_{\text{steps}}$ of timesteps (small $\Delta t$) is necessary for the larger $N$ in order to achieve minimal error. Indeed, our approach is spectrally accurate in space, but, owing to the chosen RK4 timestepper, only fourth-order accurate in time. With the chosen timesteps, the figure depicts the spectral convergence in space, which in each case “bottoms out” at a floor determined by $d$, a proxy for the accuracy in our sum-of-exponential approximations of $J_0(t)$. We believe that the choppy behavior in the $d = 66$ stems from finite machine precision effects.

Figure 3. Relative $L_2$ errors computed via Method 1. As discussed in the text, for $d = 36, 46, 56, 66$ the number $n_{\text{steps}}$ of timesteps has been set to $5N$ (crosses), $15N$ (circles), $30N$ (asterisks), $90N$ (squares).
Results for the second experiment appear in Table 1, which lists (both maximum pointwise and relative $L_2$) errors and the total CPU time for select parameter sets. For $N = 32, \ldots, 160$, we have referred to Fig. 3 in order to choose the smallest $d$ value consistent with the requirement that the set achieves the smallest possible error. As before, the number of time steps must increase linearly with $N$ to maintain stability, and we have determined $n_{\text{steps}}$ by $N$ using the prescription described above. The values $N = 176, \cdot \cdot \cdot, 256$ correspond to the regime where the error has saturated, and neither $d$ nor the number of timesteps changes. In this regime the CPU time is dominated by the cost of the double discrete Fourier transform.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$d$</th>
<th>$n_{\text{steps}}$</th>
<th>$\text{error}_\infty(F^{N,d})$</th>
<th>$\text{error}(F^{N,d})$</th>
<th>time( sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>36</td>
<td>160</td>
<td>7.9413e-02</td>
<td>1.1266e-01</td>
<td>0.5</td>
</tr>
<tr>
<td>48</td>
<td>36</td>
<td>240</td>
<td>6.4046e-03</td>
<td>1.3255e-02</td>
<td>2.2</td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>320</td>
<td>8.8386e-04</td>
<td>1.0717e-03</td>
<td>5.5</td>
</tr>
<tr>
<td>80</td>
<td>36</td>
<td>400</td>
<td>2.5704e-05</td>
<td>4.4709e-05</td>
<td>10.7</td>
</tr>
<tr>
<td>96</td>
<td>36</td>
<td>480</td>
<td>4.1383e-07</td>
<td>9.2446e-07</td>
<td>18.5</td>
</tr>
<tr>
<td>112</td>
<td>46</td>
<td>1680</td>
<td>6.7194e-09</td>
<td>1.1222e-08</td>
<td>128.0</td>
</tr>
<tr>
<td>128</td>
<td>56</td>
<td>3840</td>
<td>3.5080e-11</td>
<td>7.0081e-11</td>
<td>470.2</td>
</tr>
<tr>
<td>144</td>
<td>66</td>
<td>12960</td>
<td>1.8546e-13</td>
<td>3.9941e-13</td>
<td>2642.3</td>
</tr>
<tr>
<td>160</td>
<td>66</td>
<td>14400</td>
<td>4.2966e-14</td>
<td>1.0791e-13</td>
<td>3613.8</td>
</tr>
<tr>
<td>176</td>
<td>66</td>
<td>14400</td>
<td>6.4615e-14</td>
<td>1.1774e-13</td>
<td>4577.4</td>
</tr>
<tr>
<td>192</td>
<td>66</td>
<td>14400</td>
<td>5.9258e-14</td>
<td>1.1707e-13</td>
<td>4706.4</td>
</tr>
<tr>
<td>208</td>
<td>66</td>
<td>14400</td>
<td>6.4559e-14</td>
<td>1.2084e-13</td>
<td>5705.9</td>
</tr>
<tr>
<td>224</td>
<td>66</td>
<td>14400</td>
<td>6.3866e-14</td>
<td>1.2401e-13</td>
<td>8041.5</td>
</tr>
<tr>
<td>240</td>
<td>66</td>
<td>14400</td>
<td>5.9119e-14</td>
<td>1.2150e-13</td>
<td>9802.7</td>
</tr>
<tr>
<td>256</td>
<td>66</td>
<td>14400</td>
<td>4.1023e-14</td>
<td>1.0787e-13</td>
<td>11844.0</td>
</tr>
</tbody>
</table>

Table 1. Maximum errors and CPU times.

2.3. Error estimate. Here we provide a theoretical argument suggesting that

$$
\left[ \| F^{N,d}(t) \| \cdot \text{error}(F^{N,d}(t)) \right]^2 \lesssim \frac{N^{-p_0} C_0(t)}{} + \frac{N^{-p_1} C_1(t)}{} + \frac{\varepsilon C_2(t, N) + \varepsilon^2 C_3(t)}{},
$$

where $p_0$ and $p_1$ are positive integers determined respectively by the regularity of $F(t, \cdot)$ and $f(t, \cdot)$. As argued below, we expect that the factor $C_2(t, N)$ decays with $N$. The notation $d(\varepsilon)$ on the left-hand side of (30) stresses that the number $d$ of exponential terms in the approximation (20) depends on the chosen tolerance $\varepsilon$. Moreover, the 2-norm $\| F^{N}(t) \|$ appears since error$(F^{N,d}(t))$ is defined as a relative error, the continuum analog of the discrete error in (18). The scaling behavior (30) comports with the results in Fig. 3, where the error falls off with $N$ until a floor is reached (the last term in the formula). The rapid decay with $N$ indicates that $p_0$ and $p_1$ are arbitrarily large due to the smoothness of our test problem. The simple scaling (30) ignores the temporal error associated with the Runge-Kutta evolution of (the constituent pieces of) the convolution. For our simulations, the timestep $\Delta t$ is always chosen small enough to ensure that this temporal error is subdominant. In principal (30)
allows for optimal prediction of the required number \(N\) of Fourier modes in each direction; the idea being to choose \(N\) such that the first two terms are the same size as the last. However, such prediction would ideally rely on knowledge of \(p_0\), \(p_1\), and the \(C\) constants.

For simplicity, assume now that the domain is \(R = [0, 2\pi]^2\), and that \(f(t, \cdot)\) and \(F(t, \cdot)\) are smooth and compactly supported on \(R\) for \(0 \leq t \leq t_F\). The spatial Fourier transform and Fourier coefficients of \(F(t, \cdot)\) are then given by

\[
\hat{F}(t, \xi) = \frac{1}{2\pi} \int_{[0,2\pi]^2} d\mathbf{x} e^{-i\mathbf{x} \cdot \xi} F(t, \mathbf{x}), \quad F_{\mathbf{n}m}(t) \equiv \hat{F}_n(t) = \frac{1}{2\pi} \hat{F}(t, \mathbf{n}),
\]

where \(\mathbf{n} = (n, m)\). Whereas inverse Fourier transformation of \(\hat{F}(t, \cdot)\) yields the original compactly supported \(F(t, \cdot)\), summation of the series on the Fourier basis yields the doubly periodic extension of \(F(t, \cdot)\) restricted to \(R\). The overbar on \(\hat{F}_{nm}\) distinguishes these coefficients from the \(\hat{F}_{kl}\) introduced after (25). All of these comments and formulas of course also pertain to \(f(t, \cdot)\).

Consider the trigonometric polynomial stemming from the truncated Fourier series (the \(\mathcal{P}\) notation is from [14]),

\[
\mathcal{P}_N F(t, \mathbf{x}) = \sum_{|n|, |m| \leq N/2} \hat{F}_{nm}(t)e^{i(nx+my)},
\]

with the same even truncation \(N\) chosen in each direction for simplicity. Numerically, what we actually compute is

\[
F^c(t, \mathbf{x}) = \sum_{|n|, |m| \leq N/2} \hat{F}_{nm}^c(t)e^{i(nx+my)},
\]

where the \(c\) stands for computed. Note that the \(\hat{F}_{nm}^c\) (defined below) are not the \(\hat{F}_{pq}\) introduced after (25). In particular, the indices on \(\hat{F}_{pq}\) run from 0 to \(N-1\), whereas the indices on \(\hat{F}_{nm}^c\) run from \(-N/2\) to \(N/2\). Moreover, there are also differences due to scalings by factors of \(N\). The relationship is the same as given below in (36).

Our justification of (30) starts with the formula

\[
\|F(t, \cdot) - F^c(t, \cdot)\|_{L_2(R)}^2 = \underbrace{\|F(t, \cdot) - \mathcal{P}_N F(t, \cdot)\|_{L_2(R)}^2}_{\text{(term 1)}} + \underbrace{\|\mathcal{P}_N F(t, \cdot) - F^c(t, \cdot)\|_{L_2(R)}^2}_{\text{(term 2)}},
\]

which holds because \(F(t, \cdot) - \mathcal{P}_N F(t, \cdot)\) is orthogonal to \(\mathcal{P}_N F(t, \cdot) - F^c(t, \cdot)\) in the \(L_2(R)-\text{inner product}\). The left-hand sides of (30) and the last formula correspond because error(\(F^{N,d}\)) is a relative 2-norm error. Now, \(\text{(term 1)}\) is amenable to classical estimates, yielding the first term on the right-hand side of (30). Our remaining goal is then to establish that the dominant sources of error in \(\text{(term 2)}\) can be expressed as the final three terms in (30).

The numerically computed coefficients are

\[
\hat{F}_{nm}^c(t) = \int_0^t d\tau \hat{F}_{nm}^p(\tau) A(\mathbf{n}(t - \tau)),
\]

where \(A(t)\) is the sum-of-exponentials approximation to \(J_0(t)\) and the \(\hat{F}_{nm}^p\) are the discrete Fourier coefficients (computed by the Trapezoid Rule) of the source \(f(t, \cdot)\). As before, these
are not the coefficients \( \hat{f}_{pq} \) introduced above, rather [14]

\[
\hat{f}_{pq} = N \gamma_{n(p)} \gamma_{m(q)} f_{n(p),m(q)}, \quad \gamma_k = \begin{cases} 
1 & \text{for } |k| < N/2 \\
2 & \text{for } |k| = N/2.
\end{cases}
\]

Here, for example, \( n(p) = p \) for \( p = 0, \ldots, 1+N/2 \) and \( n(p) = p-N \) for \( p = N/2, \ldots, N-1 \). This distinction will be familiar to those experienced in using the discrete Fourier transform. Moreover, here we use \( \bar{f}_{nm} \) (not \( f_{nm}^c \)), because the \( \bar{f}_{nm} \) are indeed the discrete Fourier coefficients stemming from the exact \( f(t, \cdot) \) in our model problem. Parseval’s formula yields

\[
\text{(term 2)} = 4\pi^2 \sum_{|n|,|m|<N/2} |F_{nm}^c - F_{nm}|^2,
\]

where we may express the terms in the sum as

\[
\bar{F}_{nm}(t) - \bar{F}_{nm}(t) = \int_0^t d\tau [\bar{f}_{nm}(\tau) - \bar{f}_{nm}(\tau)] J_0(|n|(t - \tau)) + \int_0^t d\tau \bar{f}_{nm}(\tau) \Delta J_0(|n|(t - \tau)),
\]

where \( \Delta J_0(t) \equiv A(t) - J_0(t) \). Since \( J_0(t) \leq 1 \), we then have

\[
|\bar{F}_{nm}^c(t) - \bar{F}_{nm}(t)| \leq \int_0^t d\tau |\bar{f}_{nm}(\tau) - \bar{f}_{nm}(\tau)| + \max_{\tau \in [0,T]} |\Delta J_0(\tau)| \cdot \int_0^t d\tau |\bar{f}_{nm}(\tau)|,
\]

where \( T = \sqrt{2}Nt \) in terms of the maximum size \( \sqrt{2}N \) of \( |n| \). Finally, we square the last equation, and then invoke the Cauchy-Schwarz inequality on the right-hand side, finding

\[
|\bar{F}_{nm}^c(t) - \bar{F}_{nm}(t)|^2 \leq t \int_0^t d\tau |\bar{f}_{nm}(\tau) - \bar{f}_{nm}(\tau)|^2 + \left[ \max_{\tau \in [0,T]} |\Delta J_0(\tau)| \right]^2 \cdot \int_0^t d\tau |\bar{f}_{nm}(\tau)|^2
\]

\[
+ 2 \max_{\tau \in [0,T]} |\Delta J_0(\tau)| \cdot \int_0^t d\tau |\bar{f}_{nm}(\tau)| \cdot \int_0^t d\tau |\bar{f}_{nm}(\tau) - \bar{f}_{nm}(\tau)|.
\]

Summing over \( |n|,|m| \leq N/2 \) and multiplying by \( 4\pi^2 \), we then reach

\[
(\text{term 2}) \leq t \| I_N f(t, \cdot) - \mathcal{P}_N f(t, \cdot) \|_{L^2(R)}^2 + t \left[ \max_{\tau \in [0,T]} |\Delta J_0(\tau)| \right]^2 \cdot \| I_N f(t, \cdot) \|_{L^2(R)}^2
\]

\[
+ 8\pi^2 \max_{\tau \in [0,T]} |\Delta J_0(\tau)| \sum_{|n|,|m| \leq N/2} \int_0^t d\tau |\bar{f}_{nm}(\tau)| \cdot \int_0^t d\tau |\bar{f}_{nm}(\tau) - \bar{f}_{nm}(\tau)|.
\]

Here we have introduced the notation (again, see [14])

\[
I_N f(t, x) = \sum_{|n|,|m| \leq N/2} \bar{f}_{nm} e^{i(nx+my)}.
\]

We identify the first term in (41) as aliasing error; it corresponds to the second term on the right-hand side of (30). Appendix A demonstrates empirically that our rational approximations satisfy \( \max_{\tau \in [0,T]} \max(1, \sqrt{1/2} \pi \tau \Delta J_0(\tau)) \leq \varepsilon \). With this observation, we infer the final two terms in (30). Since in (41) the second integral in the last term also involves aliasing error, we conjecture that \( C_2(t, N) \) decays with \( N \).
3. Second method for evaluation of (1)

Method 2 involves evolution of the time-dependent 3+1 wave equation \( \Box U = 0 \) above the sheet \( z = 0 \). Here the solution \( U(t, x, z) \) is the function in (13). According to (11), the integral (1) we wish to compute is the restriction \( U(t, x, 0) \) to \( z = 0 \) of the unique solution to the IBVP (12). Our numerical method for computing \( U(t, x, 0) \) requires appropriate boundary conditions both on the \( z = 0 \) sheet (simply the condition \( \partial_z U = -f \) specified in the open problem) and on the artificial planar boundary \( z = \delta \). One option would be to choose \( \delta \) large enough to ensure that for \( t \leq t_f \) the \( z = \delta \) boundary is causally disconnected from the sheet. In this case the values \( U(t, x, 0) \) would be insensitive to the distant boundary conditions, provided only that they were stable. However, this option would prove prohibitively costly. Therefore, we choose \( \delta \) not large and adopt radiation boundary conditions (described below) developed by Hagstrom, Warburton, and Givoli [5] and Hagstrom and Warburton [6]. We take the interior of the “computational domain” to be the region

\[
\mathcal{D} = \{ X = (x, z) : x \in \mathbb{R}^2, 0 < z < \delta \}. 
\]

In practice, we must also truncate in the transverse directions; however, as discussed further below, in the numerical implementation we have simply enforced periodicity in \( x \) and \( y \). Nevertheless, for the time being we consider the idealization of “open” transverse directions. In order to describe the exact radiation boundary conditions at \( z = \delta \) (as well as their numerical approximation), we proceed by reformulating the problem (12) in terms of a first-order symmetric hyperbolic (FOSH) system based on characteristic variables.

3.1. First-order symmetric hyperbolic (FOSH) system. Define the system vector

\[
W = \begin{pmatrix} w \\ U \end{pmatrix}, \quad w = (W^+, W^-, \Phi_1, \Phi_2)^t, 
\]

where

\[
W^+ = \frac{1}{\sqrt{2}}(-\partial_t U + \partial_z U), \quad W^- = \frac{1}{\sqrt{2}}(-\partial_t U - \partial_z U), \quad \Phi_1 = \partial_x U, \quad \Phi_2 = \partial_y U. 
\]

We sometimes write \( \Phi \) for \((\Phi_1, \Phi_2)^t\), and also \( \Phi_a = \partial_a U \) for \( a = 1, 2 \). The equations of motion for these fields are

\[
\begin{align*}
\partial_t W^+ &= -\partial_z W^+ - \frac{1}{\sqrt{2}}(\partial_x \Phi_1 + \partial_y \Phi_2) \\
\partial_t W^- &= +\partial_z W^- - \frac{1}{\sqrt{2}}(\partial_x \Phi_1 + \partial_y \Phi_2) \\
\partial_t \Phi &= -\frac{1}{\sqrt{2}} \nabla (W^+ + W^-) \\
\partial_t U &= -\frac{1}{\sqrt{2}} (W^+ + W^-).
\end{align*}
\]

Here we use \( \nabla = (\partial_x, \partial_y)^t \) as the gradient in the tangential variables (the three-dimensional gradient does not appear in this article). Our motivation for the definitions (45) is as follows. Define the characteristic (null) vector fields \( e_\pm = 2^{-1/2}(\partial_t \pm \partial_z) \). We then use \( W_\pm = e_\pm[U] \) for the associated characteristic derivatives, and finally set \( W^\pm = -W_\mp \). The last formula is consistent with raising the \( \pm \) index by a Minkowski metric of signature 2. With these
conventions the variable $W^+$ propagates along $e_+$, and the variable $W^-$ along $e_-$. Ignoring
the time direction and with the $\partial/\partial z$ direction viewed as straight up the page, $W^+$ propagates
in the $\uparrow$ direction, and the variable $W^-$ in the $\downarrow$ direction. Our $W^\pm$ agree with the literature
referenced at [12] and Hagstrom-Warburton [6], although $W^\pm$, here $= w^\pm_{\text{HW}}$.

In matrix form, the system (46) is written as

$$LW = 0, \quad L := \frac{\partial}{\partial t} + A \frac{\partial}{\partial z} + B_1 \frac{\partial}{\partial x} + B_2 \frac{\partial}{\partial y} + C,$$

where the matrices in this symmetric hyperbolic system are as follows:

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad B_1 = \begin{pmatrix}
0 & 0 & 2^{-1/2} & 0 & 0 \\
0 & 0 & 2^{-1/2} & 0 & 0 \\
2^{-1/2} & 2^{-1/2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix};
\]

\[
B_2 = \begin{pmatrix}
0 & 0 & 0 & 2^{-1/2} & 0 \\
0 & 0 & 0 & 2^{-1/2} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix};
\]

\[
C = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
2^{-1/2} & 2^{-1/2} & 0 & 0 & 0
\end{pmatrix}.
\]

With (47) reformulate (12) as

\[(49a) \quad LW = 0, \quad t > 0, X \in \mathbb{R}^3_+ \]
\[(49b) \quad W = 0, \quad t = 0, X \in \mathbb{R}^3_+ \]
\[(49c) \quad W^+ = W^- - \sqrt{2} f, \quad t > 0, X \in \partial \mathbb{R}^3_+. \]

The condition (49b) of trivial initial data ensures that on the $t = 0$ initial surface for $z > 0$
each of the following constraints vanishes (again where $a = 1, 2$):

\[(50a) \quad C_a := \Phi_a - \partial_a U \]
\[(50b) \quad C_3 := 2^{-1/2} (W^+ - W^-) - \partial_3 U \]
\[(50c) \quad C_{a3} := 2^{-3/2} \partial_a (W^+ - W^-) - \frac{1}{2} \partial_3 \Phi_a \]
\[(50d) \quad C_{12} := \frac{1}{2} (\partial_x \Phi_2 - \partial_y \Phi_1). \]

These expressions stem from the definitions (45). The constraints $C_{ij} = 0$ follow from $C_i = 0$
(here $i, j$ run over $1, 2, 3$). Moreover, the equations of motion (46) imply that $\partial_i C_j = 0 = \partial_i C_{ij}$;
whence these constraints vanish for all $t > 0$. We then have the following results relating
problems (12) and (49).

**Claim 3.1.** If $U$ is a solution to (12), then $W$ as defined in (45) is a solution to (49).

**Proof.** The justification amounts to straightforward substitutions. □

**Claim 3.2.** If $W$ is a solution to (49), then its last component $U$ solves (12). Moreover,
the definitions (45) hold for all $t \geq 0$. 
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Proof. Since (46d) and the constraints $C_3 = 0 = C_a$ hold for all time, we conclude that Eqs. (45) do as well. To show that $\Box U = 0$ in the half space, we time differentiate (46d), and then in the resulting equation eliminate the terms $\partial_t W^\pm$ using (46a,b), thereby finding

\begin{equation}
\partial_t^2 U = \frac{1}{\sqrt{2}} \partial_z (W^+ - W^-) + \nabla \cdot \Phi.
\end{equation}

The result is then obtained upon further eliminations with the constraints. \hfill \Box

**Remark 3.3.** Since the definitions (45) hold for all time, $\Box W = 0$.

### 3.2. Radiation boundary conditions

As mentioned, it is impractical to solve the open problem, and we therefore introduce the artificial boundary $z = \delta$. Again viewing the $z$-axis as the vertical direction, $W^+$ propagates in the $\uparrow$ direction with speed 1, and $W^-$ in the $\downarrow$ direction with speed 1. The remaining variables $U, \Phi_1, \Phi_2$ propagate with speed 0 relative to the boundaries at $z = 0, \delta$. Therefore, to pose the problem on $D$ we must specify $W^+$ at $z = 0$ and $W^-$ at $z = \delta$. We again adopt (49c) as the $z = 0$ boundary condition. Fourier-Laplace analysis yields an identity (which for our problem is valid for all $z > 0$) that will serve as the boundary condition at $z = \delta$. Indeed, Fourier-Laplace transform of the system (46) followed by recombination of the resulting equations yields

\begin{align}
&s \ddot{W}^\pm = \mp \frac{d}{dz} \dot{W}^\pm - \frac{1}{2s} \xi^2 (\dot{W}^+ + \dot{W}^-) \\
&s \ddot{\Phi} = -\frac{1}{\sqrt{2}} i \xi (\dot{W}^+ + \dot{W}^-) \\
&s \ddot{U} = -\frac{1}{\sqrt{2}} (\dot{W}^+ + \dot{W}^-).
\end{align}

With $\gamma = (s^2 + \xi^2)^{1/2}$, the general solution of (52a) is (suppressing the arguments on $\dot{W}^\pm$)

\begin{equation}
\begin{pmatrix}
\dot{W}^+ \\
\dot{W}^-
\end{pmatrix} = \alpha(s, \xi) e^{-\gamma z} \begin{pmatrix}
s + \gamma \\
\frac{1}{s - \gamma}
\end{pmatrix} + \beta(s, \xi) e^{\gamma z} \begin{pmatrix}
s - \gamma \\
\frac{1}{s + \gamma}
\end{pmatrix}.
\end{equation}

For bounded solutions we must have $\beta(s, \xi) = 0$, and the boundary condition at $z = 0$ gives

\begin{equation}
\alpha(s, \xi) = -\frac{1}{\sqrt{2}} \frac{\bar{f}(s, \xi)}{\sqrt{s^2 + \xi^2}}.
\end{equation}

Thus the unique solution of (49) in the Fourier-Laplace domain is (53) with $\beta(s, \xi) = 0$ and this $\alpha(s, \xi)$, along with (52b,c). We work in the right-half plane $s \in T^{-1} + i \mathbb{R}$, so that $s + \gamma \neq 0$ and division by this quantity makes sense (the meaning of $T$ is addressed below). Independent of the boundary condition at $z = 0$, bounded solutions to (53) obey

\begin{equation}
\dot{W}^- = \dot{P}(s, \xi) \dot{W}^+ := \frac{s - \gamma}{s + \gamma} \dot{W}^+, \quad \dot{P}(s, \xi) = K(\xi^{-1}s), \quad K(\zeta) = \frac{\zeta - \sqrt{\xi^2 + 1}}{\zeta + \sqrt{\xi^2 + 1}}.
\end{equation}

which is our exact radiation boundary condition in the Fourier-Laplace domain. The approximate boundary conditions considered in the next subsection are tailored to approximate $\dot{P}(s, \xi)$. We stress that (55) holds for all $z > 0$; nevertheless, we now replace $z$ by $\delta$ (an arbitrary positive number) to emphasize use of this formula as a boundary condition.
Equation (55) is algebraically equivalent to
\begin{equation}
\tilde{W}^{-}(s, \xi, \delta) = -\tilde{W}^{+}(s, \xi, \delta) + \tilde{P}_{1}(s, \xi)s\tilde{W}^{+}(s, \xi, \delta), \quad \tilde{P}_{1}(s, \xi) = \frac{2}{\sqrt{s^{2} + \xi^{2} + s}},
\end{equation}
where the subscript 1 on \( \tilde{P} \) merely serves to distinguish this symbol from \( \tilde{P} \) in (55). Appendix C shows that the spacetime form of (56) is the “classical” (singularity free) relationship
\begin{equation}
W^{-}(t, x, \delta) = -W^{+}(t, x, \delta) = \frac{1}{\pi} \int_{0}^{t} dt' \int_{0}^{2\pi} d\phi \int_{0}^{2\pi} d\phi D_{0}W^{+}(t', x + (t - t')g\nu(\phi), \delta),
\end{equation}
where \( D_{0} \) indicates differentiation in the time slot. More formally, Eq. (57) is
\begin{equation}
W^{-}(t, x, \delta) = -W^{+}(t, x, \delta) + \int_{0}^{t} dt' \int_{|x - x'| \leq (t-t')} d\gamma D_{0}W^{+}(t', x', \delta),
\end{equation}
and this expression manifestly involves the normalized average of \( D_{0}W^{+} \) over the disk which arises as the intersection of the boundary \( z = \delta \) and the interior of the backward light cone with apex \( (t, x, \delta) \). Reference [13] considers other geometrical alternatives to (58). Moreover, while here we have considered the tangential-Fourier/Laplace and spacetime forms of the boundary condition, via the Schwartz theory of distributions Ref. [13] also analyzes the tangential-Fourier/time-Fourier form (that is, 3d Fourier transformation of (57) in \( x \) and \( t \)).

With the relation (57), we have the following.

**Claim 3.4.** Consider the problem (49) but now with \( X \in D \) in (49a,b) and \( X \in \partial D|_{z=0} \) in (49c). Moreover, adopt (57) for \( t > 0, X \in \partial D|_{z=\delta} \). Then for \( t \geq 0 \) the unique solution of the resulting problem is the restriction of the unique solution of (49) from \( \mathbb{R}^{3}_{+} \) to \( D \).

**Proof.** The claim is established by the analysis above which shows that
\begin{equation}
\begin{pmatrix}
\tilde{W}^{\pm}(s, \xi, z) \\
\tilde{\Phi}(s, \xi, z) \\
\tilde{U}(s, \xi, z)
\end{pmatrix}
= \begin{pmatrix}
2^{-1/2}(-s \mp \gamma) \\
\frac{i\xi}{2} \\
1
\end{pmatrix} \gamma^{-f}(s, \xi)e^{-\gamma z}
\end{equation}
is the unique solution to both problems in the Fourier-Laplace domain. \( \square \)

Note that the last component in (59) is the result expressed in Eq. (10) with \( z > 0 \).

3.3. Hagstrom-Warburton-Givoli boundary condition. Following Hagstrom, Warburton, and Givoli [5, 6], we approximate the boundary condition (55) via a local, time-domain, and physical-space procedure which relates \( W^{-}(t, x, \delta) \) to \( W^{+}(t, x, \delta) \). The procedure relies on auxiliary boundary variables and their governing system. Ultimately, this boundary system is coupled to the system for the interior (or bulk) variables. However, we first introduce and discuss the properties of the boundary system in its own right.

Introduce \( n+2 \) auxiliary vectors (4\( n+2 \) scalar variables): \( \{w_{j} = (W_{j}^{+}, W_{j}^{-}, \Phi_{1,j}, \Phi_{2,j})\}_{j=0}^{n+1} \). We think of these variables as “living” on the boundary \( z = \delta \), but each vector has the argument structure \( w_{j} = w_{j}(t, x) \). Moreover, introduce \( 2n + 2 \) parameters \( \{\psi_{j}, \tilde{\psi}_{j}\}_{j=0}^{n} \), whose origins will be discussed below. As shorthands, we also define \( c_{j} = \cos \psi_{j} \) and \( \sigma_{j} = T^{-1}\sin \psi_{j}\sec \psi_{j} \), and similarly for \( \tilde{c}_{j} \) and \( \tilde{\sigma}_{j} \). Given \( T \), for each \( j \) the “cosine parameters” \( (c_{j}, \tilde{c}_{j}) \) determine \( (\sigma_{j}, \tilde{\sigma}_{j}) \). \( T \) will characterize the time to which our procedure
accurately approximates the exact boundary condition (57). In terms of these quantities the auxiliary variables satisfy the following underdetermined system of $4P + 6$ equations:

$$\begin{align*}
(60a) & \quad [(1 + c_j)\partial_t + \sigma_j]W_{j+1}^+ = [(-1 + c_j)\partial_t + \sigma_j]W_j^+ - \frac{1}{\sqrt{2}}\nabla \cdot (\Phi_j + \Phi_{j+1}) \\
(60b) & \quad [(1 + c_j)\partial_t + \sigma_j]W_j^- = [(-1 + c_j)\partial_t + \sigma_j]W_{j+1}^- - \frac{1}{\sqrt{2}}\nabla \cdot (\Phi_j + \Phi_{j+1}) \\
(60c) & \quad \partial_t \Phi_j = -\frac{1}{\sqrt{2}}\nabla (W_j^+ + W_j^-),
\end{align*}$$

where for (60a,b) $j$ runs over $0, \ldots, P$, and for (60c) $j$ runs from $0, \ldots, P + 1$. Notice that equations (60c) are identical to the tangential sector (46c) of the FOSH system. The following claim relates $W_0^-$ to $W_0^+$, and it is a key observation underlying the use of the auxiliary system to fix a boundary condition at $z = \delta$.

**Claim 3.5.** Suppose that the variables $\{w_j\}_{j=0}^{P+1}$ vanish at $t = 0$ and obey the system (60). Furthermore, assume (i) the “closure condition” $W_{P+1}^-(t, x) = 0$ and (ii) the prescription $W_0^+(t, x) = g(t, x)$, both conditions for all $t > 0$, $x \in \mathbb{R}^2$. Then $W_0^-(t, x)$ is uniquely determined as a function of its arguments.

Notice that (60) and the two conditions in **Claim 3.5** together are $4P + 8$ equations for the $4P + 8$ auxiliary scalar variables. Proof of the claim relies on the Fourier-Laplace transform to convert the problem into a linear system of equations, and is established during the proof of **Theorem 3.7**, given in [6]. This theorem explicitly expresses $\hat{W}_0^-(s, \xi)$ in terms of $\hat{W}_0^+(s, \xi) = \hat{g}(s, \xi)$.

**Remark 3.6.** Since, in particular, we assume $W_0^+|_{t=0} = 0$, prescription of $W_0^+$ is equivalent to prescription of $\partial_t W_0^+$.

**Theorem 3.7.** (Hagstrom and Warburton). Evolving the system (60) with (i) $W_0^+$ viewed as a prescribed source and (ii) the closure condition $W_{P+1}^- = 0$ corresponds to the following relationship in the Fourier-Laplace domain (A for “approximate”):

$$\hat{W}_0^- = \hat{P}^A(s, \xi)\hat{W}_0^+, \quad \hat{P}^A(s, \xi) = K^A(s, \sigma^2, T)$$

where, as before, $\gamma = \sqrt{s^2 + \xi^2}$ and

$$\begin{align*}
(62a) & \quad K^A(s, \sigma^2, T) = -\xi^2 \left[\frac{Q(-\gamma) - Q(\gamma)}{(s + \gamma)^2Q(-\gamma) - (s - \gamma)^2Q(\gamma)}\right] \\
(62b) & \quad Q(\zeta) = \prod_{j=0}^P (\zeta - sc_j - \sigma_j)(\zeta - s\bar{c}_j - \bar{\sigma}_j)
\end{align*}$$

Note that the right hand side of (62a) is even in $\gamma$; therefore, $K^A(s, \sigma^2, T)$ indeed depends on this variable through $\sigma^2$. Our proof of this theorem directly follows the one given by Hagstrom and Warburton [6]. However, since our artificial boundary is at $z = \delta$, whereas Hagstrom and Warburton’s is at $x = 0$, our expressions for the reflection coefficient (a focus
of the proof),

$$
R(s, \xi) = \left( \frac{\gamma - s}{\gamma + s} \right) \frac{Q(\gamma)}{Q(-\gamma)}, \quad \frac{\dot{W}_0^-}{W_0^+} = \frac{(s^- / \gamma)}{(s^+ / \gamma)} + R(s, \xi),
$$

differs slightly from the one in [6].

For fixed \( \eta := \delta / T \), Hagstrom and Warburton [6] describe the selection of “optimal cosines” \( \{c_j, \bar{c}_j\}_{P} \) to minimize the magnitude \( |R(s, \xi)| \) of the reflection coefficient associated with the boundary \( z = \delta \); in this viewpoint we identify \( W_0^\pm(t, x) \) with the restrictions \( W^\pm(t, x, \delta) \) to the boundary \( z = \delta \), in which case (61) determines a boundary condition. We return to this issue in Section 3.4. The selection of optimal cosines ensures that \( K^A(s, \gamma^2, T) \) in (61) approximates \( K(\xi^{-1}s) \) in (55) along the inversion contour \( s \in T^{-1} + i\mathbb{R} \), as verified empirically in the next paragraph. Optimal cosine tables are available at the following URL.

faculty.smu.edu/thagstrom/Optimal_cosines.txt

We use the following table from the above URL.

\[
\begin{array}{cccc}
\hline
\text{eta}=1.0e-02 & \text{p}=16 & \text{err}=3.13e-10 \\
\text{a}(1)=9.542317344684e-04 & \text{a}(2)=8.724550080519e-03 & \text{a}(3)=7.695897170600e-03 & \text{a}(4)=6.591837110397e-03 \\
\text{a}(5)=5.545982538012e-03 & \text{a}(6)=4.591837110397e-03 & \text{a}(7)=3.763781546909e-03 & \text{a}(8)=2.834347725376e-02 \\
\text{a}(9)=2.27749028088e-02 & \text{a}(10)=2.006916371724e-01 & \text{a}(11)=1.618651142589e-01 & \text{a}(12)=1.303861450370e-01 \\
\text{a}(13)=1.049433847835e-01 & \text{a}(14)=8.442060183826e-02 & \text{a}(15)=6.78794146062e-02 & \text{a}(16)=5.45804878831e-02 \\
\text{a}(17)=4.387503211662e-02 & \text{a}(18)=3.526567743249e-02 & \text{a}(19)=2.84347725376e-02 & \text{a}(20)=2.27749028088e-02 \\
\text{a}(21)=1.830487587996e-02 & \text{a}(22)=1.618651142589e-01 & \text{a}(23)=1.470862179832e-02 & \text{a}(24)=9.493073980491e-03 \\
\text{a}(25)=7.623844036207e-03 & \text{a}(26)=6.120211811275e-03 & \text{a}(27)=4.91005676079e-03 & \text{a}(28)=3.935297569665e-03 \\
\text{a}(29)=3.14997960866e-03 & \text{a}(30)=2.51360213768e-03 & \text{a}(31)=1.997795023822e-03 & \text{a}(32)=1.576123315891e-03 \\
\text{a}(33)=1.225846073658e-03 & \text{a}(34)=9.21483936878e-04 \\
\hline
\end{array}
\]

The \( \{a(k) : k = 1, \ldots, 2P + 2\} \) in the table define the cosine set \( \{c_j, \bar{c}_j\}_{j=0}^P \). Indeed, \( K^A(s, \gamma^2, T) \) depends symmetrically on the cosine parameters. We let the first half of the \( a(k) \) define the \( c_j \), and the second half define the \( \bar{c}_j \). This table corresponds to \( \eta^{-1} = T/\delta = 100 \), and \( |R(s, \xi)| \lesssim \varepsilon = 3.3 \times 10^{-10} \) (of course \( \varepsilon \) here has a different meaning than for Method 1). Figure 4 plots the relative pointwise error between \( K(\xi^{-1}s) \) and \( K^A(s, \gamma^2, T) \) determined by the table. Here we choose \( T = 20 \) and several values of \( \xi \). These values correspond to using the approximate boundary condition through a maximum time of 20 with the artificial boundary at \( z = \delta = 1 \).

### 3.4. Numerical implementation.

For our numerical simulations, we work with the homogeneous wave equation in the following FOSH form

$$
(64) \quad \partial_t U = -\Pi, \quad \partial_t \Pi = -\sum_{i=1}^{3} \partial_i \Phi_i, \quad \partial_t \Phi_i = -\partial_i \Pi, \quad i = 1, 2, 3,
$$

where the first equation defines \( \Pi \) and \( \Phi_i := \partial_t U \) for \( i = 1, 2, 3 \). We refer to \( (U, \Pi, \Phi_i) \) as the fundamental variables. We stress that in the interior (or “bulk”) \( 0 \leq z \leq \delta \) we evolve the fundamental variables; nevertheless, our above treatment of the boundary conditions at \( z = \delta \) has involved the characteristic variables relative to the boundary. Therefore, the full set of variables consists of \( (U, \Pi, \Phi_i) \) in the bulk and \( (W_j^+, W_j^-, \Phi_{a,b}) \) at \( z = \delta \).
Figure 4. Symbol error $|K^A(s, \gamma^2, T) - K(\xi^{-1}s)|/|K(\xi^{-1}s)|$. Here $s = i\omega + T^{-1}$, with $T = 20$ and $\xi = 1, 3, 9, 27$.

We introduce the same Fourier collocation grids $\{x_k\}$ and $\{y_\ell\}$ considered in (16) as well as a Chebyshev-Lobatto grid in the $z$-direction,

$$z_m = \frac{1}{2}(z_{\text{max}} + z_{\text{min}}) - \frac{1}{2}(z_{\text{max}} - z_{\text{min}}) \cos(m\pi/(N_z - 1)) : m = 0, \ldots, N_z - 1.$$ 

These grids discretize $[x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}] \times [z_{\text{min}}, z_{\text{max}}]$, and define corresponding nodal values, e.g. $U_{k\ell m} \simeq U(x_k, y_\ell, z_m)$ and $W^+_{j, k\ell} \simeq W^+_j(x_k, y_\ell)$. To compute spatial derivatives of grid functions, which are needed in constructing time derivatives in the method of lines, we use the corresponding collocation derivative matrices: $D_x$ (Fourier), $D_y$ (Fourier), and $D_z$ (Chebyshev-Lobatto); see [14] for the corresponding expressions. Then, for example,

$$\partial_z U(x_k, y_\ell, z_m) \simeq \sum_{n=0}^{N_z-1} (D_z)_{mn} U_{k\ell n},$$

and similarly for $\partial_x U(x_k, y_\ell, z_m)$ and $\partial_y U(x_k, y_\ell, z_m)$. For example, in the method of lines the $i = 1$ case of the last equation in (64) becomes

$$\partial_t \Phi_{1, k\ell m} = - \sum_{h=0}^{N_z-1} (D_x)_{kh} \Pi_{h\ell m}.$$ 

Evolution (in the bulk) via the classical Runge-Kutta method requires computation of the time-derivatives $\partial_t \Pi_{k\ell m}$, $\partial_t \Phi_{1, k\ell m}$, and $\partial_t U_{k\ell m}$.

Runge-Kutta evolution of the auxiliary variables on the boundary likewise requires computation of the time-derivatives. Algorithm 1 describes how the system (60) is used to compute the time derivatives of the auxiliary variables. These computations then define the evolution of the boundary system (60).
Algorithm 1 Compute time derivatives of auxiliary variables. Assume the following are given: (i) \( \{w_j\}_{j=0}^{P+1} \) and (ii) \( \partial W_j^+ / \partial t \), an inhomogeneous source determined by the interior variables; see Remark 3.6, and below for how this source is determined. The follow steps (which may be performed in any order) compute the required time derivatives.

1: Straightforwardly compute \( \{\partial_t \Phi_j\}_{j=0}^{P+1} \) using (60c).
2: Given \( \partial_t W_j^+ \), use (60a) to compute \( \partial_t W_j^- \) for \( j = 1, \ldots, P + 1 \) (i.e. forward iteration).
3: Enforcing the closure condition \( W_{P+1}^- = 0 = \partial_t W_{P+1}^- \), use (60b) to compute \( \partial_t W_j^- \) for \( j = P, \ldots, 0 \) (i.e. backward iteration).

The last two paragraphs describes computation of grid-field time derivatives in the bulk and on the boundary; however, the description is missing a key ingredient: implementation of the boundary conditions at \( z = 0 \) and \( z = \delta \). We turn to this issue now. Obviously, \( \sqrt{2} W^+ = -\Pi + \Phi_3 \) and \( \sqrt{2} W^- = -\Pi - \Phi_3 \); whence \( \Pi - \Phi_3 \) propagates as \( \uparrow \) and \( \Pi + \Phi_3 \) as \( \downarrow \), again viewing the \( z \)-axis as running straight up the page. Before the computation of the bulk time derivatives, boundary values of the bulk variables are overwritten via the following prescriptions. At \( z = 0 \) we overwrite as

\[
(68a) \quad \Pi_{k\ell 0} \leftarrow \frac{1}{2} \left[ (\Pi_{k\ell 0} + f_{k\ell}) + (\Pi_{k\ell 0} + \Phi_{3,k\ell 0}) \right] = \Pi_{k\ell 0} + \frac{1}{2}(\Phi_{3,k\ell 0} + f_{k\ell})
\]

\[
(68b) \quad \Phi_{3,k\ell 0} \leftarrow \frac{1}{2} \left[ -(\Pi_{k\ell 0} + f_{k\ell}) + (\Pi_{k\ell 0} + \Phi_{3,k\ell 0}) \right] = \frac{1}{2}(\Phi_{3,k\ell 0} - f_{k\ell}).
\]

At \( z = \delta \) we overwrite as

\[
(69a) \quad \Pi_{k\ell,N_z-1} \leftarrow \frac{1}{2} \left[ (\Pi_{k\ell,N_z-1} - \Phi_{3,k\ell,N_z-1}) - \sqrt{2} W_{0,k\ell}^- \right]
\]

\[
(69b) \quad \Phi_{3,k\ell,N_z-1} \leftarrow \frac{1}{2} \left[ (\Pi_{k\ell,N_z-1} + \Phi_{3,k\ell,N_z-1}) - \sqrt{2} W_{0,k\ell}^- \right].
\]

The overwrites (69a,b) involve the auxiliary variable \( W_{0,k\ell}^- \). Likewise, before computing the time derivatives of the auxiliary variables at \( z = \delta \), we prescribe

\[
(70) \quad (\partial_t W_0^+)^{k\ell} = 2^{-1/2} (-\partial_t \Pi_{k\ell,N_z-1} + \partial_t \Phi_{3,k\ell,N_z-1}).
\]

The preceding overwrites and prescription, following by straightforward computation of grid-field time derivatives (both for bulk and auxiliary boundary variables) then defines the Runge-Kutta evolution.

3.5. Numerical tests. To test Method 2, we again use (14) and the scenario described in Section 1.2.2. All simulations now also take \( N_z = 10 \) and \( \delta = 0.1 \) as the “slab” thickness. As seen from the spatial Fourier transform in (14), \(|\hat{f}(t, \xi)| \lesssim 2.1 \times 10^{-16} \) for \( \xi \gtrsim 26 \). Therefore, the smallest wavelength needed to resolve the source \( f(t, \cdot) \) to double precision is \( \lambda \approx 0.242 \). We have chosen \( \delta \) slightly smaller than this value, with enough points to resolve this wavelength. Using the implementation described in the last subsection, we have generated numerical solutions \( F_{k\ell}^{N,P} \) corresponding to \( N = N_y = 60, 68, 76, \ldots, 212 \). Each such solution \( F_{k\ell}^{N,P} \) is defined on the double Fourier collocation grid (16). To indicate dependence on the radiation boundary conditions, \( F_{k\ell}^{N,P} \) also carries a superscript \( P \), the chosen number of boundary auxiliary variables defined at \( z = \delta \). In all cases we have also
assumed $\eta = 10^{-2}$ in the definition of the radiation boundary conditions; see above. Errors are again computed with (18) and (19).

For each simulation the timestep $\Delta t$ has been chosen both to ensure stability and a spatial error which dominates the temporal error. In practice, $\Delta t = 5/(kN)$, with $k = 5$ for $P = 4$ and $P = 8$, $k = 7$ for $P = 12$, and $k = 17$ for $P = 16$. Figure 5 shows that initially the errors decrease spectrally with increasing $N$, as expected for a Fourier collocation method. However, the errors then saturate at a floor determined by $P$. In each case the floor is consistent with the table errors from faculty.smu.edu/thagstrom/Optimal_cosines.txt, namely the reported size of the reflection coefficient. For $\eta = 10^{-2}$ the table errors for $P = 4, 8, 12, 16$ are respectively 5.60e-04, 3.75e-06, 3.18e-08, 3.13e-10. The value 3.13e-10 is seen above in the included $\eta = 10^{-2}, P = 16$ table. Table 2 lists maximum errors and CPU times for select simulations. For each $P = 4, 8, 12, 16$ the chosen $N$ corresponds to a point on the curve in Fig. 5 just after the error has saturated.

![Figure 5. Error($F^{N,P}$) computed via (18).](image)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$P$</th>
<th>$\text{error}_\infty(F^{N,P})$</th>
<th>time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>84</td>
<td>4</td>
<td>1.0050e-04</td>
<td>1.6435E+02</td>
</tr>
<tr>
<td>108</td>
<td>8</td>
<td>5.1907e-07</td>
<td>7.6091E+02</td>
</tr>
<tr>
<td>132</td>
<td>12</td>
<td>3.6437e-09</td>
<td>3.1454E+03</td>
</tr>
<tr>
<td>156</td>
<td>16</td>
<td>4.2889e-11</td>
<td>1.7963E+04</td>
</tr>
</tbody>
</table>

Table 2. Maximum errors and CPU times for $\eta = 10^{-2}$ tables.

4. Conclusions

We conclude with discussions on the following three issues: (i) comparison of our two methods, (ii) obstacles to implementation in the VM3@A code, and (iii) a possible third method for fast evaluation of the integrals we have considered.
The results in Tables 1 and 2 indicate that Method 1 is faster than Method 2 for our model scenario. This observation is not unexpected. Indeed, a $t \rightarrow t + \Delta t$ update of $F_{k\ell}(t) \simeq F(t, x_k, y_\ell)$ at $N^2$ spatial locations formally costs $O(N^2(\log N + d))$ for Method 1, with the experimental evidence in Appendix A suggesting that $d = O(\log(1/\varepsilon))$. Here the $O(N^2\log N)$ is the asymptotic complexity of the double FFT, although the relatively small-$N$ values in our experiments have not taken full advantage of the FFT. For Method 2 a $t \rightarrow t + \Delta t$ update of all nodal values costs $O(N^2(NN_z + N_z^2 + NP))$. Here the first two terms reflect the cost of computing “bulk” derivatives, whereas the last term reflects boundary work. For a unit wave speed $c = 1$, Hagstrom and Warburton [6] argue that

$$P = O \left( \frac{1}{\varepsilon} \cdot \frac{\log T}{\delta} \right),$$

where now $\varepsilon$ (different than the $\varepsilon$ from Method 1) is a bound on the magnitude of the reflection coefficient up to time $T > t_f$ (also different than the $T > t_f\xi_{\text{max}}$ from Method 1). Nevertheless, Method 2 allows for further reduction of the tangential directions. Such reduction would introduce new computational boundaries, with the associated radiation boundary conditions again implemented through the use of auxiliary variables. The key challenge is then to enact the edge and corner “compatibility conditions” at the intersections of the planar boundaries. Implementation of such compatibility conditions is involved, but with such domain reduction in all three spatial directions Method 2 would likely be superior to Method 1. Without truncation in the tangential directions, longer time simulations require larger spatial domains, as discussed earlier. While such enlargement is inelegant, when coupled with Method 1 it may still yield savings.

The above complexity statements should be compared to the direct cost of evaluating the retarded time integral. For late $t$ a naive computation of $F_{k\ell}(t)$ at $N^2$ locations costs $O(N^4)$, viewing each of the $N^2$ integrations as costing $O(N^2)$ work. However, this cost is mitigated by judicious integration in VM3@A. Indeed, as seen in Fig. 1, the integration is typically over a small portion of the backward cone (see further comments below). Nonetheless, the direct integration must be performed afresh at each timestep. As stated in the introduction, one motivation for this work is the desire to speed up our VM3@A code in which retarded time integration akin to (2) plays a central role. Currently, VM3@A adopts a parallel plate model of the vacuum chamber which entails a shielding boundary condition. Our $J_0$ approach (Method 1) is associated with the case of no shielding and (2) as the retarded time integration; we will explore this case first. By our estimates, we need an approximation to $J_0(t)$ which is accurate to $10^{-3}$ over $t$-values up to $T = 10^6$; our current approximations far surpass these modest requirements. Although doing so would have changed little, our estimates have not taken advantage of the small source (bunch) support $S_f(t)$. Again, by the source we mean $f(t, x)$ in (2), corresponding to the electron bunch in the physical scenario. Nevertheless, taking advantage of the small $f$-support proves useful in VM3@A. Indeed, in VM3@A applications to date, the electromagnetic fields, corresponding to $F(t, x)$ in (2), only need to be evaluated at spatial points $x$ inside the bunch, whereas the $J_0$ approach requires evaluation of $F(t, x)$ on its own full support $S_F(t)$ in order to work with its Fourier transform. Thus, the speed up in the calculation of (2) afforded by the $J_0$ approach will be counterbalanced by the need for a larger spatial domain. However, we note that calculation of the full support of the

---

3This complexity scaling improves on the naive scaling stated after Eq. (7) in Ref. [4].
fields ($F$-support) is important for some applications (e.g., in an actual experiment where the fields are measured outside of the bunch). In addition, we plan to consider the shielding condition, and we are investigating the integrals analogous to (2) which arise from the image charges needed to incorporate this shielding. Furthermore, we plan to incorporate more realistic vacuum chamber boundary conditions in VM3@A. Here our second approach (Method 2) may be needed.

Finally, following a suggestion of T. Hagstrom, we sketch a third method for evaluation the integral (1), one that we have not explored. Another exact radiation boundary condition at $z = \delta$ is [15, 16]

$$
(72) \quad s\tilde{U}(s, \xi, \delta) + \partial_z \tilde{U}(s, \xi, \delta) = \left(-\sqrt{s^2 + \xi^2 + s}\right)\tilde{U}(s, \xi, \delta).
$$

This formula is consistent with the form (59) of the solution above the sheet. Moreover, the explicit form for $\tilde{U}(s, \xi, z)$ given in (59) shows that the $\delta \to 0^+$ limit of (72) is

$$
(73) \quad s\tilde{U}(s, \xi, 0) = \left(-\sqrt{s^2 + \xi^2 + s}\right)\tilde{U}(s, \xi, 0) + \tilde{f}(s, \xi).
$$

We then consider a sum-of-poles approximation $-\sqrt{s^2 + \xi^2 + s} \simeq \sum_{k=1}^d \alpha_k/(s - \beta_k)$ of the plane kernel, and define $\Theta(t, \xi) = \sum_{k=1}^d \alpha_k \Theta_k(t, \xi)$, where

$$
(74) \quad \Theta_k(t, \xi) = \int_0^t e^{\beta_k(t-t')}\tilde{U}(t', \xi, 0)dt'.
$$

The third method would involve evolution of the approximate system

$$
(75) \quad \partial_\xi \tilde{U}(t, \xi, 0) = \Theta(t, \xi) + \tilde{f}(t, \xi), \quad \partial_t \Theta_k(t, \xi) = \beta_k \Theta_k(t, \xi) + \tilde{U}(t, \xi, 0) \text{ for } k = 1, \ldots, d.
$$

We believe that an implementation of this method would perform similar to our first method.
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APPENDIX A. TABLES FOR APPROXIMATION OF $J_0(t)$

Table 3 specifies one approximation $A(t)$ of $J_0(t)$ as a sum of poles. This table corresponds to $d_{\text{pair}} = 55$ and $\eta = 10^{-6}$, that is $T = 10^6$. The format in this table is as follows. The 55 lines list $j, m_j^R, m_j^I, k_j^R, k_j^I$ for $j = 1, \ldots, 55$. These numbers specify the approximate kernel

$$
(76) \quad A(t) = \sum_{j=1}^{d_{\text{pair}}} \left(m_j e^{k_j t} + \bar{m}_j e^{\bar{k}_j t}\right), \quad m_j := m_j^R + im_j^I, \quad k_j := k_j^R + ik_j^I.
$$

The pole locations $k_j$ (blue) and $\bar{k}_j$ (red) are shown in Fig. 6. Figures 7 and 8 demonstrate that this $A(t)$ accurately approximates $J_0(t)$ for $t \lesssim 10^6$. In these figures we normalize the pointwise error by $\max\{1, \sqrt{2/(\pi t)}\}$, that is the asymptotic amplitude of $J_0(t)$ for $t \gtrsim 0.6366$. 23
Table 3. Table specifying an approximation $A(t)$ to $J_0(t)$. The text explains the relationship between the entries and the sum-of-exponentials $A(t)$.
Figure 6. Pole locations for Table 3.

Figure 7. Error for Table 3 near $10^0$.

Table 4 collects results for other sum-of-poles $\tilde{A}(s)$ and sum-of-exponentials $A(t)$ kernels that we have constructed. Here the quoted error tolerances $\varepsilon$ may be interpreted as either
of the following control statements:

\[
\sup_{y \in \mathbb{R}} \frac{|\tilde{A}(T^{-1} + iy) - \tilde{J}_0(T^{-1} + iy)|}{|\tilde{J}_0(T^{-1} + iy)|} < \varepsilon, \quad \sup_{t \in [0,T]} \max(1, \sqrt{\frac{1}{2} \pi t})|A(t) - J_0(t)| < \varepsilon.
\]

Note that under the \( T = 10^6 \) results in Table 4, the case of our 110 pole approximation specified in Table 3 is not listed. Over \( t \in [0, T = 10^6] \) the 110 pole table has a uniform accuracy which is essentially the same as an 82 pole table; however, it is quite a bit more accurate near \( t = 0 \). For each of the chosen values of \( T \), the largest \( d \) value listed as a result in Table 4 roughly corresponds to where the error saturates. The effect corresponds to an inevitable breakdown tied to our double precision representation of the poles and residues which specify each table. We stress that we have obtained each approximation (through the procedure described in the next appendix) using only quadruple precision calculations. However, we typically store tables in a double precision format. To examine the effect of the storage format, Fig. 9 plots scaled pointwise errors between \( A(t) \) and \( J_0(t) \) over \([1, T = 10^8]\) for both of the approximations \( A(t) \) listed under \( T = 10^8 \) in Table 4, in addition to the corresponding errors for three additional approximations involving more exponentials (the \( \varepsilon \) and \( \varepsilon \) in Table 4. Tolerances for sum-of-poles/exponential approximations.

<table>
<thead>
<tr>
<th>( T = 10^4 )</th>
<th>( T = 10^6 )</th>
<th>( T = 10^8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>( \varepsilon )</td>
<td>( d )</td>
</tr>
<tr>
<td>36</td>
<td>( 10^{-6} )</td>
<td>50</td>
</tr>
<tr>
<td>46</td>
<td>( 10^{-8} )</td>
<td>66</td>
</tr>
<tr>
<td>56</td>
<td>( 10^{-10} )</td>
<td>66</td>
</tr>
<tr>
<td>66</td>
<td>( 10^{-12} )</td>
<td>66</td>
</tr>
</tbody>
</table>
for which are not listed in Table 4). For the kernels with more terms, we see that the accuracy degrades at larger times, and uniform accuracy cannot be maintained over \([0, T = 10^8]\) for \(\varepsilon \lesssim 10^{-8}\). However, as indicated in Fig. 10, by switching to a quadruple representation of the poles and residues which specify each kernel (and of course computing the errors in quadruple precision), we recover uniform accuracies. Tables will be available at [17].

\[
\max(1, \sqrt{(1/2)\pi t}) |A(t) - J_0(t)|
\]

**Figure 9.** Error results for tables in double precision format.

\[
\max(1, \sqrt{(1/2)\pi t}) |A(t) - J_0(t)|
\]

**Figure 10.** Error results for tables in quadruple precision format.
Appendix B. AGH compression algorithm

This appendix discusses Alpert-Greengard-Hagstrom “kernel compression” [7, 9, 18, 10]. We only remark on differences between our version of algorithm and Jiang and Xu’s [9, 10].

B.1. Overview. Our goal is to solve the following series of minimization problems

\[
\min_{P^{(k+1)},Q^{(k+1)}} \int_{-\infty}^{\infty} \left| P^{(k+1)}(x + iy) - Q^{(k+1)}(x + iy) \right|^{2} dy,
\]

where for each \( k \) the task is to find polynomials \( P^{(k+1)}(s) \) and \( Q^{(k+1)}(s) \), with \( d = \deg(Q^{(k)}) = \deg(Q^{(k+1)}) = \deg(P^{(k+1)}) + 1 \). Here, \( \bar{J}_0(s) = (s^2 + 1)^{-1/2} \), where \( s = x + iy \), and \( x \) is the parameter \( T^{-1} \) discussed earlier. Do not confuse the \( x = \text{Res}, y = \text{Im} \) here with the physical \( x, y \) coordinates used earlier. Assuming that \( Q^{(k)}(s) \) is known, the AGH algorithm solves (78) via an ingenious use of the Gram-Schmidt procedure; the corresponding inner product is

\[
\langle h, g \rangle_k = \int_{-\infty}^{\infty} h(y)\bar{g}(y) m_k(y) dy, \quad m_k(y) = 1/|Q^{(k)}(x + iy)|^2.
\]

To start, we need the \( d \) roots of \( Q^{(0)}(s) \). We place these on the semi-circle in the left-half \( s \)-plane from \( s = -i \) to \( s = i \). To express the final rational function as a pole sum

\[
\frac{P^{(k_{\text{max}})}(s)}{Q^{(k_{\text{max}})}(s)} = \frac{P(s)}{Q(s)} = \sum_{n=1}^{d} \frac{\gamma_n}{s - \beta_n}, \quad k_{\text{max}} \gg 1,
\]

we must know how to evaluate \( P(s) \) and \( Q(s) \) and their derivatives at any \( s \). Moreover, for each \( k \) we must perform such an evaluation to determine \( m_k(y) \). See [18] for the procedure.

B.2. Numerical inner product. This subsection touches on how we have implemented (79). First, we choose a finite integration window \([-y_{\text{max}}, y_{\text{max}}]\), typically with \( y_{\text{max}} = 10 \). We then employ an adaptive trapezoid rule. To obtain the rule, we first follow Jiang [9] and Xu and Jiang [10] and construct a binary tree of subintervals (described below). These subintervals then define both an adaptive grid \( \{y_j\}_{j=0}^{2Q\int_{\text{int}}} \) and corresponding integration weights \( \{\mu_j\}_{j=0}^{2Q\int_{\text{int}}} \) for positive integers \( Q \) and \( N_{\text{int}} \). Do not confuse the \( \mu_j \) with the \( k \)th weight function \( m_k(y) \). Using the \( y \)-grid and \( \mu \)-weights, we define a discrete version \( \langle \cdot, \cdot \rangle^d_k \) of (79):

\[
\langle h, g \rangle^d_k = \sum_{j=0}^{2Q\int_{\text{int}}} h(y_j)\bar{g}(y_j) m_k(y_j) \mu_j.
\]

In our case the real and imaginary parts of each function are respectively of even and odd \( y \)-parity; we enforce this in (81). With (81), we solve (in quadruple precision) the least squares problem via the Gram-Schmidt procedure mentioned above, crucially with reorthogonalization at each step. We use the binary tree from [9, 10], but not recursive compression with a “near pole” criterion. Instead, we use the tree to construct the global \( y \)-grid and \( \mu \)-weights.

The Jiang-Xu binary tree starts with \([0, y_{\text{max}}]\) at tree-height \( H = 0 \) and defines a sequence

\[
[0, b_1] = [a_1, b_1], [a_2, b_2], \ldots [a_{N_{\text{int}}}, b_{N_{\text{int}}}] = [a_{N_{\text{int}}}, y_{\text{max}}],
\]

of adjacent subintervals. On each subinterval \( f(y) := \bar{J}_0(x + iy) \) is slowly varying to a prescribed tolerance. “Slowly varying” means that on a given subinterval, a Chebyshev series for \( f(y) \) features a rapidly decaying spectrum. Figure 11 depicts each subinterval with
a height corresponding to its tree-height \( H \). Small subintervals cluster around \( y = 1 \) where the variation of \( f(y) \) is largest. On the non-negative \( y \)-axis the \( y_j = y(j) \) and \( \mu_j = \mu(j) \) are

\[
y(QN_{\text{int}} + (j - 1)Q + q) = a_j + q\Delta y_j \\
\Delta y_j = (b_j - a_j)/Q
\]

\[
\mu(QN_{\text{int}} + (j - 1)Q) = \frac{1}{2}[\Delta y_j + (1 - \delta_j)\Delta y_{j-1}] \\
\mu(QN_{\text{int}} + (j - 1)Q + q) = \Delta y_j \\
\mu(QN_{\text{int}} + jQ) = \frac{1}{2}[\Delta y_j + \Delta y_{j+1}]
\]

for \( q = 0, \ldots, Q \) and \( j = 1, \ldots, N_{\text{int}} \).

By parity then \( y(i) = -y(2QN_{\text{int}} - i) \) and \( \mu(i) = \mu(2QN_{\text{int}} - i) \) for \( i = 0, \ldots, QN_{\text{int}} - 1 \).

\[
\begin{array}{c}
\begin{array}{c}
\text{Figure 11. Subintervals } [a_1, b_1], [a_2, b_2], \ldots [a_{N_{\text{int}}}, b_{N_{\text{int}}}] .
\end{array}
\end{array}
\]

**Appendix C. Spacetime form of the boundary condition**

Equation (56) from the main text reads

\[
\begin{align*}
\hat{W}^-(s, \xi, \delta) &= -\hat{W}^+(s, \xi, \delta) + \hat{P}_1(s, \xi)\hat{V}(s, \xi), \\
\hat{P}_1(s, \xi) &= \frac{2}{\sqrt{s^2 + \xi^2 + s}},
\end{align*}
\]

where \( \hat{V}(s, \xi) := s\hat{W}^+(s, \xi, \delta) \). We express Eq. (57) as

\[
W^-(t, x, \delta) = -W^+(t, x, \delta) + \mathcal{I}(t, x; D_0W^+(\cdot, \cdot, \delta)),
\]

where \( V(t, x) := D_0W^+(t, x, \delta) \) and

\[
\mathcal{I}(t, x; V) := \frac{1}{\pi} \int_0^t dt' \int_0^1 d\rho \int_0^{2\pi} d\theta V(t', x + (t - t')\rho\mathbf{v}(\theta)).
\]

Below we also use the notation \( M(s, \xi) = \hat{P}_1(s, \xi) \). As shown below, \( \hat{P}_1(s, \xi) \) is the Fourier-Laplace transform of

\[
P_1(t, x) := 2t^{-2}H(t - |x|),
\]

and another expression for (86) is

\[
\mathcal{I}(t, x; V) = \frac{1}{2\pi} \int_0^t dt' \int_{\mathbb{R}^2} dx' P_1(t - t', x - x')V(t', x').
\]
This appendix establishes the equivalency between (84) and (85), more precisely the equivalency between $\hat{P}_1\hat{V}$ and $I$.

C.1. Overview and assumptions. Now, $V = D_0W^+(\cdot, \cdot, \delta)$ for the specific case of Eq. (57), but this appendix views $V$ as a generic function, although one subject to further assumptions:

(A1) $V$ is continuous in all its independent variables, except possibly in $t$ at $t = 0$. Moreover, $V(t,x) = 0$ for $t < 0, x\in \mathbb{R}^2$; i.e. $V$ is causal.

(A2) An $R > 0$ exists such that $V(t,\cdot)$ is supported in the ball $B(R+t) = \{x : |x| < R+t\}$.

(A3) For each $x\in \mathbb{R}^2$ fixed, the function $V(t,x)$ obeys a growth restriction in $t$; we assume boundedness for simplicity, but polynomial growth in time would also be fine.

Assumptions (A1-A3) are common to the whole appendix. Below we also consider an extra assumption on $V$; this is stated later when needed.

Remark C.1. For the target application of Eq. (57), the conditions (A1-A3) on $V = D_0W^+(\cdot, \cdot, \delta)$ hold, provided there exists a unique, bounded, $C^1$ solution $W$ to the FOSH IBVP (35) corresponding to a sufficiently smooth source $f$ of compact spacetime support.

We aim to show that the formula (86) can be written

$$I(t, x; V) = \frac{1}{2\pi} \int_{\mathbb{R}^2} d\xi \frac{1}{2\pi i} \int_{\eta-i\infty}^{\eta+i\infty} dse^{st+i\eta } \hat{P}_1(s,\xi)\hat{V}(s,\xi).$$

Our argument is classical and assumes $\eta = \text{Re}s > 0$. Via a different argument relying on distributions, Ref. [13] make sense of the case $\eta = 0$, for which the inversion corresponds to a three-dimensional inverse Fourier transform. Both the argument here and the one in [13] also consider the “forward transform” of $I(t, x; V)$.

C.2. Main results. Our classical argument is based on the following key result.

Lemma C.2. For $\text{Re}s > 0$, $\xi \in \mathbb{R}^2$ the expression $M(s, \xi) = \hat{P}_1(s, \xi)$ in (84) can be written

$$M(s, \xi) = \int_0^\infty dt e^{-st} m(t, \xi), \quad m(t, \xi) = \frac{1}{\pi} \int_0^1 d\rho \int_0^{2\pi} d\theta \exp\left(it\rho\nu(\theta) : \xi\right).$$

Proof. $M(s, \xi)$ is the Laplace transform of $m(t, \xi)$, and 29.3.58 of Ref. [19] shows that

$$m(t, \xi) = 2(t\xi)^{-1} J_1(t\xi).$$

Consistently, $M(s, 0) = s^{-1}$ corresponds to $m(t, 0) = 1$, where the latter equation stems from the small-$z$ behavior of $J_1(z)$. Now using 11.3.20 of [19], we write

$$z^{-1} J_1(z) = \int_0^1 d\rho J_0(\rho z), \quad m(t, \xi) = 2 \int_0^1 d\rho J_0(\rho \xi t).$$

Finally, we get the expression for $m(t, \xi)$ in (90) from the identity

$$J_0(z) = \frac{1}{2\pi} \int_0^{2\pi} d\alpha e^{iz\cos\alpha},$$

which in turn follows easily from 9.1.21 of [19].

□
Theorem C.3. With the above assumptions (A1-A3) on $V$ we have that

$$\mathcal{F}(\mathcal{I}(t, \cdot))(\xi) = \mathcal{L}^{-1}_\eta(M(\cdot, \xi)\tilde{V}(\cdot, \xi))(t),$$

where $\mathcal{L}^{-1}_\eta$ denotes inverse Laplace transformation using a vertical Bromwich contour crossing the real-axis at position $\eta > 0$.

Proof. First, as a consequence of (A1-A2), we have $V(t, \cdot) \in L_1(\mathbb{R}^2)$; whence the spatial Fourier transform $\hat{V}(t, \xi) := \mathcal{F}(V(t, \cdot))(\xi)$ exists and is finite. Moreover, by (A1-A3) the Laplace transform of $\hat{V}(\cdot, \xi)$ exists and is finite for $\text{Re} > 0$. Then by the Laplace convolution theorem,

$$\mathcal{L}^{-1}_\eta(M(\cdot, \xi)\hat{V}(\cdot, \xi)) = \int_0^t dt' m(t-t', \xi)\hat{V}(t', \xi),$$

where $m(\cdot, \xi)$ is the expression from (90). Therefore,

$$\mathcal{L}^{-1}_\eta(M(\cdot, \xi)\hat{V}(\cdot, \xi)) = \frac{1}{2\pi} \int_0^t dt' \int_0^1 d\theta \int_0^{2\pi} d\theta \exp{(i(t-t')\theta \nu(\theta))} \hat{V}(t', \xi).$$

Notice that

$$\exp{(i(t-t')\theta \nu(\theta))} \hat{V}(t', \xi) = \frac{1}{2\pi} \int_{\mathbb{R}^2} dx e^{-ix\xi} V(t', x + (t-t')\theta \nu(\theta)),$$

i.e. the left-hand side is the Fourier transform of $g(x) = V(t', x + (t-t')\theta \nu(\theta))$. Substitution of the last numbered equation into the previous one yields

$$\mathcal{L}^{-1}_\eta(M(\cdot, \xi)\hat{V}(\cdot, \xi)) = \frac{2}{(2\pi)^2} \int_0^t dt' \int_0^1 d\theta \int_0^{2\pi} d\theta \int_{\mathbb{R}^2} dx e^{-ix\xi} V(t', x + (t-t')\theta \nu(\theta)).$$

For fixed $t$, with $t' \in [0, t]$, $\theta \in [0, 2\pi]$, we have assumed that $g(x) = v(t', x + (t-t')\theta \nu(\theta))$ is compactly supported in $x$. Therefore, in the last expression the improper integral over $\mathbb{R}^2$ is actually over a finite domain, and therefore also a proper Riemann integral. We may therefore exchange the order of integrations, with the result

$$\mathcal{L}^{-1}_\eta(M(\cdot, \xi)\hat{V}(\cdot, \xi)) = \frac{1}{2\pi} \int_{\mathbb{R}^2} dx e^{-ix\xi} \left[ \frac{1}{\pi} \int_0^t dt' \int_0^1 d\theta \int_0^{2\pi} d\theta V(t', x + (t-t')\theta \nu(\theta)) \right].$$

We recognize the right-hand side of the last equation as $\hat{\mathcal{I}}(t, \xi) := \mathcal{F}(\mathcal{I}(t, \cdot))(\xi).$ \hfill $\Box$

The last theorem and results from the textbook [20] by Folland then yield the following.

Theorem C.4. $\mathcal{I}(t, x) = \lim_{\epsilon \to 0} (2\pi)^{-1} \int_{\mathbb{R}^2} d\xi e^{-\epsilon^{2}\xi^{2}/2} e^{ix\xi} \mathcal{L}^{-1}_\eta(M(\cdot, \xi)\hat{V}(\cdot, \xi))(t).$

Proof. The formula holds since $\mathcal{I}(t, \cdot) \in L_1(\mathbb{R}^2)$ by (A1-A2); see page 244 of Ref. [20]. \hfill $\Box$

Theorem C.5. Assuming, in addition to (A1-A3), that $V$ is sufficiently regular in space, we have (89). Namely,

$$\mathcal{I}(t, x) = \mathcal{F}^{-1}\mathcal{L}^{-1}_\eta(M(\cdot, \cdot)\hat{V}(\cdot, \cdot))(t, x).$$
Proof. Due to assumption (A2) on $V$, for each fixed $t$ the function $\mathcal{I}(t, \cdot)$ is also compactly supported in space. Whence $\hat{\mathcal{I}}(t, \xi)$ is analytic in $\xi$. Therefore, provided $\hat{\mathcal{I}}(t, \xi)$ has sufficient decay as $|\xi| \to \infty$, we have $\hat{\mathcal{I}}(t, \cdot) \in L_1(\mathbb{R}^2)$ and the inversion formula $\mathcal{I}(t, x) = \mathcal{F}^{-1}(\hat{\mathcal{I}}(t, \cdot))(x)$ follows. Again see page 244 of Ref. [20]. Sufficient spatial regularity for $\mathcal{I}(t, \cdot)$ gives the requisite decay in its spatial Fourier transform. Finally, the spatial regularity of $V(t, \cdot)$ clearly determines the spatial regularity of $\mathcal{I}(t, \cdot)$.

□

Appendix D. Proof of Theorem 3.7

We follow exactly the technique of Hagstrom and Warburton [6].

Proof. The proof starts with Fourier-Laplace transformation of (60). The result for (60c) is

$$s\Phi_j = -\frac{i}{\sqrt{2}}\xi(\hat{W}_j^+ + \hat{W}_j^-).$$

Moreover, under the Fourier-Laplace transform (FLT), we have, for example,

$$\frac{1}{\sqrt{2}} \nabla \cdot \Phi_j \to \frac{i}{\sqrt{2}} \xi \cdot \Phi_j.$$

Substitution with (100) then gives

$$\frac{1}{\sqrt{2}} \nabla \cdot \Phi_j \to \frac{1}{2s} \xi^2 (\hat{W}_j^+ + \hat{W}_j^-).$$

We use this correspondence to write the FLT of (60a,b) as

$$\left[ s(1 + \tilde{c}_j) + \sigma_j \right] \tilde{W}_{j+1}^+ + \frac{1}{2s} \xi^2 (\tilde{W}_{j+1}^+ + \tilde{W}_{j+1}^-)$$

$$= \left[ s(-1 + c_j) + \sigma_j \right] \tilde{W}_j^+ - \frac{1}{2s} \xi^2 (\tilde{W}_j^+ + \tilde{W}_j^-),$$

$$\left[ s(1 + c_j) + \sigma_j \right] \tilde{W}_j^- + \frac{1}{2s} \xi^2 (\tilde{W}_j^+ + \tilde{W}_j^-)$$

$$= \left[ s(-1 + c_j) + \sigma_j \right] \tilde{W}_{j+1}^- - \frac{1}{2s} \xi^2 (\tilde{W}_{j+1}^+ + \tilde{W}_{j+1}^-),$$

where $j$ runs over $0, \ldots, P$.

Based on (55), we now adopt the following Ansatz:

$$\begin{pmatrix} \tilde{W}_j^+ \\ \tilde{W}_j^- \end{pmatrix} = a_j \begin{pmatrix} 1 \\ \frac{s - \gamma}{s + \gamma} \end{pmatrix} + b_j \begin{pmatrix} \frac{s - \gamma}{s + \gamma} \\ 1 \end{pmatrix}.$$ 

The expansion here is in terms of linearly independent vectors which simplify the computation. The closure rule $\tilde{W}_{P+1} = 0$ yields

$$b_{P+1} = \frac{\gamma - s}{\gamma + s} a_{P+1}.$$
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From (104) we find the expressions

\[ \begin{align*}
\dot{W}_j^+ &= \frac{(s + \gamma)a_j + (s - \gamma)b_j}{s + \gamma} \\
\dot{W}_j^- &= \frac{(s - \gamma)a_j + (s + \gamma)b_j}{s + \gamma} \\
\dot{W}_j^+ + \dot{W}_j^- &= -\frac{2s}{\xi^2}(s - \gamma)(a_j + b_j),
\end{align*} \tag{106} \]

where \( \xi^2 = \gamma^2 - s^2 \). Substitution of these expressions into (103) yields

\[ \begin{align*}
(107a) & \quad [s(1 + \bar{c}_j) + \bar{\sigma}_j] [(s + \gamma)a_{j+1} + (s - \gamma)b_{j+1}] - (s + \gamma)(s - \gamma)(a_{j+1} + b_{j+1}) \\
&= [s(-1 + c_j) + \sigma_j] [(s + \gamma)a_j + (s - \gamma)b_j] + (s + \gamma)(s - \gamma)(a_j + b_j) \\
(107b) & \quad [s(1 + c_j) + \sigma_j] [(s - \gamma)a_j + (s + \gamma)b_j] - (s + \gamma)(s - \gamma)(a_j + b_j) \\
&= [s(-1 + \bar{c}_j) + \bar{\sigma}_j] [(s - \gamma)a_{j+1} + (s + \gamma)b_{j+1}] + (s + \gamma)(s - \gamma)(a_{j+1} + b_{j+1}),
\end{align*} \]

and after rearrangement of terms,

\[ \begin{align*}
(108a) & \quad (s + \gamma)[(s + \gamma + \bar{c}_j + \bar{\sigma}_j)a_{j+1} + (s - \gamma - sc_j - \sigma_j)a_j] \\
&= - (s - \gamma)[(s - \gamma + \bar{c}_j - \bar{\sigma}_j)b_{j+1} + (s + \gamma + sc_j + \sigma_j)b_j] = 0 \\
(108b) & \quad -(s - \gamma)[(s + \gamma + \bar{c}_j + \bar{\sigma}_j)a_{j+1} + (s - \gamma - sc_j - \sigma_j)a_j] \\
&= + (s + \gamma)[(s - \gamma - \bar{c}_j - \bar{\sigma}_j)b_{j+1} + (s + \gamma + sc_j + \sigma_j)b_j] = 0.
\end{align*} \]

Collecting the results, we find

\[ \begin{pmatrix} \gamma + s \\ \gamma - s \end{pmatrix} \begin{pmatrix} \gamma + s \\ \gamma - s \end{pmatrix} \begin{pmatrix} (s + \gamma + \bar{c}_j + \bar{\sigma}_j)a_{j+1} + (s - \gamma - sc_j - \sigma_j)a_j \\ (s - \gamma - \bar{c}_j - \bar{\sigma}_j)b_{j+1} + (s + \gamma + sc_j + \sigma_j)b_j \end{pmatrix} = 0. \tag{109} \]

This is a homogeneous linear system with nonsingular coefficient matrix; whence only the trivial solution is possible. This observation yields recursion relations between both the coefficients \( a_{j+1} \) and \( a_j \) and the coefficients \( b_{j+1} \) and \( b_j \), from which we get

\[ \begin{align*}
(110a) & \quad a_{P+1} = (-1)^{P+1} \left( \prod_{j=0}^{P} \frac{\gamma - sc_j - \sigma_j}{\gamma + sc_j + \sigma_j} \right) a_0 \\
(110b) & \quad b_0 = (-1)^{P+1} \left( \prod_{j=0}^{P} \frac{\gamma - s\bar{c}_j - \bar{\sigma}_j}{\gamma + s\bar{c}_j + \bar{\sigma}_j} \right) b_{P+1}.
\end{align*} \]

Combination of these formulas with the closure condition (105) determines that

\[ \begin{align*}
(111) & \quad b_0 = \left( \frac{\gamma - s}{\gamma + s} \right) \left[ \prod_{j=0}^{P} \left( \frac{\gamma - sc_j - \sigma_j}{\gamma + sc_j + \sigma_j} \right) \cdot \left( \frac{\gamma - s\bar{c}_j - \bar{\sigma}_j}{\gamma + s\bar{c}_j + \bar{\sigma}_j} \right) \right] a_0.
\end{align*} \]

In terms of the polynomial \((62b)\), the last equation becomes

\[ \frac{b_0}{a_0} = \left( \frac{\gamma - s}{\gamma + s} \right) Q(\gamma) \cdot \frac{Q(\gamma)}{Q(-\gamma)}. \tag{112} \]
From (104) we have

\[
\frac{\dot{W}_0^-}{\dot{W}_0^+} = \frac{a_0 \left( \frac{s-\gamma}{s+\gamma} \right) + b_0}{a_0 + b_0 \left( \frac{s-\gamma}{s+\gamma} \right)} \Rightarrow \dot{W}_0^- = \left[ \frac{(s - \gamma)a_0 + (s + \gamma)b_0}{(s + \gamma)a_0 + (s - \gamma)b_0} \right] \dot{W}_0^+ ,
\]

and combination of this formula with (112) gives the result in Theorem 3.7.

□

Remark D.1. Equation (112) also defines the reflection coefficient

\[
R(s, \xi) = \frac{b_0}{a_0} .
\]

Since our artificial boundary is at \( z = \delta \), whereas Hagstrom and Warburton’s is at \( x = 0 \), our expressions for (114) and (113) differ slightly from those in [6].
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